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All  quest ions may  be at tempted but only marks  obtained on the best four solutions will 
count. 
The use of  an electronic calculator is not  permi t ted  in this examinat ion.  

. (a) In the context of solving non-linear equations define what is meant by pth-order 
convergence. 

(b) State the Newton-Raphson method to find a root of f ( x )  = 0 and, by defining 
en = xn - r, show that  it converges quadratically to a simple root r. 

(c) For the case of a double root ( f ( r )  = i f ( r )  = O, f " ( r )  # 0) find the constant 
/3 such that the modified Newton-Raphson method 

2 f(xn) 
xn+1 = xn - ,  f ' ( x n ) '  

has quadratic convergence to a double root and show that  the original Newton- 
Raphson method converges only linearly in this case. 

(d) Briefly discuss the advantages and disadvantages of the Newton-Raphson method 
compared to interval refinement methods. 

. (a) Given a set of N + 1 distinct points (xi, Yi), i = O, 1 , . . . ,  N ,  define what is 
meant by a spline function of order m on [Xo, XN]. 

(b) Let s(x)  be a cubic spline function on [Xo, x~], such that  it interpolates the 
nodes (xi, yi), i = 0, 1 , . . . ,  N. Show, by counting the number of constraints 
and unknowns in s (x )  as defined above, that  two additional constraints are 
required such as the behaviour of the curvature s" (x )  at the end points. 

(c) To illustrate the method, construct the natural cubic spline (i.e. with s"(x) 
being zero at the end points) which interpolates the function f ( x )  = x 5 + 3x e 
at the points x = -1 ,  0, 1. 
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3. A first-order ordinary differential equation with initial condition is given by 

dy 
d-~ = f ( y , t ) ,  y(to) = Yo. (i) 

(a) Derive Euler's method for solving (1) numerically and show that it has local 
truncation error of O(h2) .  State its global truncation error. What do the local 
and global truncation errors measure? 

(b) In terms of the stability of a numerical scheme for solving (1), define the growth 
factor g and show that, for a numerical scheme given by 

Yn+I = ~-(Y,, tn), 

g is given by 
G~T 

g -  Oyn" 

(c) Examining the differential equation 

dy  
d---t = Ay, (2) 

define the region of absolute stability. Find and sketch the region of absolute 
stability for the Euler method. Is it A-stable? 

(d) Consider now the backward Euler method, namely 

yn+l = yn + h f ( yn+l ,  tn+l). 

Find, for the differential equation (2), its growth factor g and show, by writing 
Ah = a + ib or otherwise, that  this method is A-stable. 
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. (a) 

(b) 

(c) 

Prove that given N + 1 distinct points there is a unique polynomial of degree 
N which passes through all of the points. 

Find, using divided differences or otherwise, the polynomial of smallest degree 
which passes through the data points (0, 0), (½, 1), (1, 1), (6, 3). Also, find the 
polynomial of smallest degree which also passes through the point (2 , -2)  in 
addition to the other four. 

Given that  the error eN involved in interpolating a function y ( x )  on the interval 
[a, b] with a polynomial PN (x)  of degree N, is 

N 

yN+l(~)  1-[ (2 _ z j ) ,  2 E [a,b], 
e N ( x )  = - PN( ) - ( N  + 1)! j=0 

where ~ c [a, b], estimate the number of interpolating points required to linearly 
interpolate the function y ( z )  = xe  x on the interval [0, 1] such that eN < 10 -6. 

5. A first-order ordinary differential equation with initial condition is given by 

d__yy 
dt  - f ( y , t ) ,  y( to)  = Yo. (3) 

(a) Write down the second-order Taylor's method for solving (3) numerically on an 
evenly spaced grid of step size h. What  is the main limitation of using Taylor's 
method to sol)e the differential equation (3) and how do the Runge-Kutta 
methods improve on this? 

(b) Derive the second-order Runge-Kutta method for solving (3) and show that it 
can be written in the form 

y n + l = y n + k l + - -  
k 2 - -  k 1 

2c~ 

where  kl = hf(yn,  tn), k2 = hf(yn + c~kl, tn + cth), h is the  step-size and c~ is 
a constant. 

(c) The Runge-Kutta methods are explicit and single step. Explain what is meant 
by these terms and write down examples of an implicit and of a multi-step 
method. Outline the advantages and disadvantages of these three types of 
method and describe how an implicit method can be implemented. 
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