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All questions may be attempted but only marks obtained on the best f ive solutions will 
count. 

The use of an electronic calculator is no t  permitted in this examination. 

1. (a) Explain what  is meant  by an elementary row operation: by the row echelon 
form and the reduced row echelon form of a matrix. 

(b) The matrix 

M = 

1 0 4 1  0 7 )  
0 2 0 6 - 4 2  
0 0 1 2  0 0 
0 0 0 0  1 t 

has been obtained by elementary row operations from some matrix A. 
the reduced row echelon form of the matrix A. 

Find 

(c) What  is the rank of A? 

. (a) Let v],v2,. . .  ,v,~ be vectors in a vector space V Explain what  is meant by 
saying that  

(i) vl, v2 , . . . ,  v,~ are linearly independent; 

(ii) Vl, v2 , . . . ,  v,~ span a vector space V; 

(iii) Vl, v2 , . . . ,  Vr~ form a basis of V. 

(b) Let the vectors v] , . . . ,v ,~ be linearly dependent .  Show that  at least one of 
these vectors can be written as a linear combination of ~he others. 

(c) Find a basis for the vector space V consisting of all vectors C R a 

satisfying - 3 z  = 5y = 7z. What  is the dimension of V? 

. (a) Give the definition of (i) an eigenvalue, and (ii) an eigenvector of an 'n x n 
matrix A. 

(b) Define the characteristic polynomial of A and show that A is an eigenvalue of 
A if and only if A is a root of the characteristic polynomial of A. 

(e) Find the eigenvalues and corresponding eigenvectors of the matrix 

1 0 " 
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. (a) Assume A and B are n by n invertible matrices. Prove tha t  AB is also invertible 
and find its inverse. 

(b) Let A be an n × n matrix. Show that  A is invertible if and only if its reduced 
row echelon form is the identity matrix. 

(c) Find the inverse of the matrix 

A = 
2 1  - 3 )  
1 2 0 . 
1 t 2 

. (a) Define the scalar product of two vectors x, y C R ~ and the length of a vector 
x E R ' t  

(b) State the Cauchy-Schwarz inequality. State and prove the  triangle inequality. 

(c) Assume x ,y  E R ~, Ixl - 3, lyl = 1, and (x,y) = - 1 .  What  is the  length of 
x - 2y? What  is the cosine of the angle between x + y and x - y? 

. (a) Explain how the Gram-Schmidt orthogonalization procedure works. 

(b) Compute  the Gram-Sehmidt orthogonalization of the vectors 

(o)(0) 
a l  : -- , a 2  = , a 3  = 2 . 

0 - 1 

(c) Assume that  Vl,V2,. . . ,v~ is an orthogonal basis of R '~. Let A be the  n × n 
matrix whose kth column is vk. Show that  ATA is a diagonal matrix. 

. (a) Define the determinant  of an n x n matrix. 

b) Show that  an n x n matrix A is invertible if and only if its de te rminant  is 
non-zero. 

(c) Let B be the following matrix: 

B = 

2 3  1 1 )  
2 0  - 1  - 2  
0 2  0 - 3  " 
2 0  1 1 

Compute  its determinant. Are the rows of B linearly independent  or not? 
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