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Attempt THREE questions. If any candidate attempts more than THREE
questions only the best THREE solutions will be taken into account.
A formula sheet and Cambridge Statistical Tables will be provided.
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Question 1

(a) The lifetime T of a certain aircraft component follows a Weibull distri-
bution with distribution function given by

F(t) =1—exp(—At")

where A > 0, v > 0 are unknown parameters. Obtain the density function
of T.
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(b) A number of n components were put on test and failed at times ¢y, t, .. . , t,.

Find the likelihood function.

(c) Assume that A and 7 are a prioriindependent. The prior density p(v) for
7 is not specified, but the improper prior density p(\) oc A™! is adopted
for A. Obtain the form of the marginal posterior density for 7. (Do not
attempt to evaluate the constant of proportionality.)

(d) Assume now that « is known. Obtain the posterior distribution of A.
Suppose that the parameter of interest is the median lifetime, 6. Show
that

0= ()\*1 log 2) 1/7

and hence find the posterior mean of 6 as a function of ~.

Question 2

(a) A series of n independent trials have outcomes 1, yo, . . . , Y, where y; = 1
if trial ¢ results in a success, and y; = 0 otherwise. Suppose that the
constant chance of success in these trials is 6. If the prior distribution
for 0 is Beta with parameters a and b, obtain the posterior distribution
of 6.

(b) Obtain the joint predictive distribution of the results ¥y, 11, Yni2 of the
next two trials in the series. Deduce that the predictive probability m
that both trials result in a failure is given by

(b+n—r+1)(b+n—r)

(a+b+n+1)(a+b+n)

where r is the number of successes in the first n trials.

(c¢) If r =3 and n = 10, calculate 7 using

SEE NEXT PAGE
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(i) a=b=2,
(i) a=b=0.

Also calculate 7 in both of these cases if » = 30 and n = 100.
Comment carefully on your answers.

Question 3

(a) Define the term sufficient statistic as applied to the family p(z|f). Show
that if ¢(z) is sufficient for the family p(z|@) then for any prior distribu-
tion, the posterior distributions of € given x and ¢(x) are the same.

(b) Suppose z1, s, ...,x, is a random sample from a Normal distribution
with known mean p and unknown precision . If the prior distribution

for 0 is gamma, Ga (%, g), find the posterior distribution of # and deduce

that the posterior distribution for # depends on the data only though
S (i — p)?

Find the posterior mean and variance of 6.

Show that the posterior mean can be written as a weighted average of
the prior mean and the maximum likelihood estimator # of 8, where

= —
(@ — p)?

(c) U X (z; —p)?=1,a=12, b =4 and n = 4, find a 95% credible interval
for 6. [You may use the fact that if X ~ Ga (a 9), then bX ~ x2.]

272
Question 4

(a) A three stage linear model is given by

yl 0, ~ N(A0,,Ch)
Q1| QQ ~ N(A2Q27 02)
0y ~ N(p, Cs)

where vy = (y1,%2,...,%n)’, 0; and 0, are both vectors of parameters
of length p; and p, respectively, A; is an n x p; matrix, A, is a p; X po
matrix, ('] is an n X n variance-covariance matrix, Cs is a p; X p; variance-
covariance matrix, C'3 is a pp X p, variance-covariance matrix and p is a
po dimensional vector. Aq, Ay, C1, Cy, C3 and p are known.

SEE NEXT PAGE
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With vague prior information i.e. C3' — 0, the posterior distribution of
01|y is N(Dody, Do) where

Dyt = ATCT Ay + O3 = O 4, (4505 ) AT Gy

and
dy = AT CT My,

Consider a one-way model, y; ~ N(6;,02),i=1,2,...,n, where y; is the
mean of m observations for treatment group i. The 6; are iid as N (u, 7%)
and the prior for p is vague. Write this model as a three stage linear
model.

Calculate Dy' and d, and determine D using the result:

b

1
L+bJ)  =-1,— ———J,
(aln +0J0) a (a+nb)a

for a > 0, b # —a/n, where I,, is the n x n identity matrix and J, is the
n X n matrix whose elements all have value one.

Write down the posterior mean and variance of ; and compare them

with their classical counterparts, ie 0, = y; and Var[éi] = o2

Write down Cov[d;, 6;]y].

Suppose
y1| 01 ~ N<917 1)

Y| 02 ~ N(62,1),

where y; and y, are independent, the prior for (6, 6s) is given by

91 12 2 1
(5= () (52)
and the prior for p is vague. Find the joint posterior distribution of

(01, 602) using the results in (a).
Hence find the posterior distribution of #; — 5.

SEE NEXT PAGE

SIRNEN



MS/331/5/AS05/Handout 5

Question 5

(a) Suppose that you wish to estimate the posterior means of three parame-
ters, #, 0 and 3 in a probability model for some data. The full conditional
distributions,

p(015, 8, data),  p(3]8,0,data), p(Al6, 6, data)

are known.

Explain carefully how to simulate a sample of the parameters from the
posterior distribution using the conditional distributions to construct a
Gibbs sampler.

How can the posterior expectation E[69|data], where g is known, be es-

timated from this sample?
(b) Suppose that we have independent observations zq,xs,...,z, from a
Poisson distribution with mean 6; and an independent sample y1, ¥, . . ., Yn

from a Poisson distribution with mean 6,. The prior distributions of the
0; are independent and identically distributed gamma distributions, with
parameters o and 3, where « is known, but ( is unknown and assigned
a gamma distribution with parameters v and o, where v is known and
0 is unknown. Derive the necessary conditional distributions for Gibbs
sampling and explain how this would proceed.

(c) Suppose that two observations x,,_1, z,, are missing from the first sample.
Explain how you would amend your algorithm to take account of the
missing data.

INTERNAL EXAMINER: K.D.S. Young
EXTERNAL EXAMINER: W.Krzanowski
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