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Question 1

Random variables X and Y have the joint probability density function

fX,Y (x, y) = k x3 < y < x, 0 < x < 1, 0 < y < 1;

= 0 elsewhere.

(a) Sketch the region in which fX,Y (x, y) is non-zero and show that k = 4. [4]

(b) Show that the marginal density function of X is

fX(x) = 4x(1− x2) 0 < x < 1,

and find the marginal density function of Y . Hence, or otherwise, find non-zero con-
stants c1 and c2 such that c1 E[X] + c2 E[Y ] = 0. [8]

(c) State whether X and Y are independent, giving a reason for your answer. [2]

(d) Show that the conditional density function of Y given X = x is

f(y|X = x) =
1

x(1− x2)
x3 < y < x, 0 < x < 1, 0 < y < 1.

Hence, obtain E(Y |X). [4]

(e) Prove that E[E(V |U)] = E[V ] for any two random variables U , V and verify that this
result holds for random variables X , Y . [7]
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Question 2
Let X be a discrete random variable with probability mass function (pn). The probability
generating function of X is defined by

P (z) = E(zX) =
∑

n

pnz
n.

(a) (i) Prove that E(X) = P ′(1).

(ii) Prove that Var(X) = P ′′(1) + P ′(1)− {P ′(1)}2.

(iii) Let X and Y be independent random variables with probability generating func-
tions PX(z) and PY (z). Prove that the probability generating function of X + Y
is given by PX+Y (z) = PX(z)PY (z). [9]

(b) (i) Show that the probability generating function of the Geometric (π) distribution
is

P (z) =
πz

1− (1− π)z
.

(ii) Hence, or otherwise, prove that the Geometric (π) distribution has mean π−1 and
variance (1− π)π−2. [7]

(c) Let U and V be independent Geometric (π) random variables and let W = U + V .

(i) Show that if u, n are positive integers such that u ≤ n then

P{(U = u) ∩ (W = n)} = P (U = u)P (V = n− u).

(ii) Write down the probability generating function of W and find an expression for
P (W = n).

(iii) Hence or otherwise, show that the conditional probability mass function of U
given W is

P{(U = u) | (W = n)} =
1

n− 1
, for u = 1, · · · , n− 1.

(iv) Consider two fair dice, one red and one blue. The blue die is thrown until a 1
is scored and then the red die is thrown until it scores a 2. Given that the total
number of throws is 10, obtain the expectation of the number of throws with the
red die. [9]
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Question 3
Suppose that the random vector X = (X1, . . . , Xp)

T has mean vector µ = (µ1, . . . , µp)
T and

covariance matrix Σ = (σij), and assume that a = (a1, . . . , ap)
T and b = (b1, . . . , bp)

T are
p-vectors of real-valued non-random coefficients.

(a) Prove that

(i) E(aT X) = aT µ; [3]

(ii) Var(aT X) = aT Σ a; [3]

(iii) Cov(aT X, bT X) = aT Σ b. [3]

(b) Let X1, X2 and X3 be independent random variables with zero means and variances
σ2

1, σ
2
2 and σ2

3 respectively.

The random variables Y1, Y2 and Y3 are defined by

Y1 = X1 + X2,

Y2 = X1 −X2,

Y3 = X1 + 2X2 + X3.

(i) Using the results in part (a), determine the covariance matrix of Y = (Y1, Y2, Y3)
T .

Given that Y1 and Y2 are mutually independent, determine the ratio of the vari-
ances σ2

1 : σ2
2. Hence obtain the correlation between Y1 and Y3 and the correlation

between Y2 and Y3. Comment on these values. [8]

(ii) Suppose further that X1 and X2 have the joint probability density function

fX1,X2(x1, x2) = e−(x1+x2) 0 < x1 < ∞, 0 < x2 < ∞;

= 0 elsewhere.

Obtain the probability density function of Y1. [8]
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Question 4

(a) The random variable X has the Beta(α, β) probability density function.

(i) Show that E[X] = α
α+β

and Var[X] = αβ
(α+β)2(α+β+1)

.
[6]

(ii) Show that the mode of the distribution of X is α−1
α+β−2

, for α + β > 2. [3]

(b) The random variable Y has probability density function

fY (y) =
1

B(γ, δ)

yγ−1

(1 + y)γ+δ
0 < y < ∞;

= 0 elsewhere.

Find and identify the distribution of Z =
1

1 + Y
.

[8]

(c) (i) Let X be a continuous random variable with distribution function FX(x). Write
down the probability density function of the random variable Y = FX(X). [1]

(ii) Obtain the distribution function for the Beta(γ, 1) distribution. [4]

(iii) The following random sample of size 5 is obtained from the U(0, 1) distribution:

0.904, 0.766, 0.384, 0.407, 0.739.

Using this sample and results from (c)(i) and (c)(ii), generate a random sample
of size 5 from the Beta(3, 1) distribution. [3]
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Question 5

(a) Prove the Cauchy-Schwartz inequality:

{E (X1X2)}2 ≤ E(X2
1 )E(X2

2 ),

for random variables X1 and X2, with finite variances. [6]

(i) Suppose further that X1 is a positive random variable, so P (X1 ≤ 0) = 0.

Prove that

E

(
1

X1

)
≥ 1

E(X1)
.

[3]

(ii) Prove that −1 ≤ Corr(X1, X2) ≤ 1. [3]

(b) The joint probability mass function of the discrete random variables Y1 and Y2 is

p(Y1, Y2)(y1, y2) =
y1y2

36
for y1 = 1, 2, 3 and y2 = 1, 2, 3;

= 0 elsewhere.

(i) Find the joint probability mass function of X1 = Y1Y2 and X2 = Y2. [6]

(ii) Find the marginal probability mass function of X1 and compute E(X1). [4]

(iii) Using results from part (a), find a lower bound for E
(

1
2Y1Y2+3

)
.

[3]
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