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Question 1
(a) (i) Define the probability generating function for a random variable X. Using this
definition obtain an expression for E[X| and for Var[X]. [5]
(ii) Also obtain an expression for the probability generating function for the sum of

two independent random variables X; and Xs. 3]

(b) Let X; and X5 be independently distributed Poisson random variables with expecta-
tions A\; and A respectively.

(i) Derive the probability generating functions of X; and Xs.

Hence, or otherwise, show that Z = X; + X, has a Poisson distribution with
expectation A\; + Ao. [7]

(ii) Show that if k, n are positive integers such that & < n then

P{X,=k)N(Z=n)} = P(X, = k)P(Xo = n — k).

3]
(iii) Hence, or otherwise, show that the conditional probability
is the probability of k successes in n Bernouilli trials, where each trial has prob-
ability of success A\1/(A\1 + A2). [7]
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Question 2
Random variables X and Y have the joint probability density function

fxy(zy) = kr 2P<y<z O<z<l, 0<y<l;

=0 elsewhere.

(a) Sketch the region in which fxy(x,y) is non-zero and show that k = 12.

(b) Show that the marginal density function of X is

fx(z)=122°(1—2) O<z<l1.

(c¢) Find the marginal density function of Y. Also, state whether X and Y are independent,
giving a reason for your answer.

(d) Find non-zero values for ¢; and ¢y such that ¢y E[X] + e E[Y] = 0.

(e) Show that the conditional density function of Y given X = x is

1
fly| X =x) = ?<y<mz, O<z<l 0O0<y<l
x

1-2)

(f) Calculate E[Y] and E[E]Y|X]] and comment on your answer.
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Question 3
(a) (i) Prove the Cauchy-Schwartz inequality:
{E[XY]}? < BIX?| E[Y?]

for any two random variables X and Y that have finite variances.

(ii) Use the Cauchy-Schwartz inequality to prove that
—1 < Corr(X,Y) <1

for any two random variables X and Y with finite variances.

(iii) Let X be a random variable with variance o and let Y = ¢X, where c is a real
constant. Show that { E[XY]}? attains the upper bound F[X?] E[Y?] in this case.

(b) (i) Outline briefly the necessary steps required to establish Chebyshev’s inequality

N

pr(lV —p| > a) < Z
a

where a > 0 and p and o are the mean and standard deviation of Y respectively.

(ii) Suppose that Y is a discrete random variable with probability mass function given
in the following table:
Y -3 -1 1 3
3

3 13 13
py) 5% % H 3

)

Evaluate pr(|Y — p| > \/g) for this distribution. How does this probability
compare with the upper bound given by Chebyshev’s inequality?

SEE NEXT PAGE
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Question 4

(a) The random variable X has a Beta distribution with parameters a and b, that is,
X ~ Beta(a,b).

(i) Show that

ab
EX(1-X)| = :
X ) (a+b)a+b+1)
[4]
(ii) Assuming that b > 1, show that
X a
E = :
fed =
[4]
(b) The random variable Y has an F' distribution on m and n degrees of freedom, that is,
Y ~ F(m,n).
(i) Write down the probability density function of Y and hence show that
my
W=—=
1+
has a Beta(%, §) distribution. 9]
(ii) By expressing Y in terms of W and using the results of part (a), show that
E[Y]:#forn>2. [4]
(iii) Without carrying out any further calculations, explain how a similar technique
could be used to obtain the variance of Y. [4]

SEE NEXT PAGE
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Question 5

Let X1,..., X, be independent normally distributed random variables, X; ~ N (u, 0?).
Write X =n~ > X; and S* = (n — 1)7' 3_,(X; — X)?, and let X denote the n x 1 vector
X =(Xy,..., X)L

(a) Show that X has the multivariate N,(ul,,0?1,) distribution, where 1,, is defined as
the n x 1 vector all of whose elements equal unity.

(b) Let the vector Y = C(X — pl,)/o, where C' is an orthogonal matrix, i.e. a n x n
matrix such that CCT = I,,.
Show that Y has the multivariate N, (0, [,,) distribution, stating clearly the theorem
that you require.
(c) Assume that the first row of C consists of the vector 1,,”/y/n.
Show that ¥; = \/n(X — p)/o and evaluate its distribution. Hence or otherwise, show
that X has the univariate N(u,0?/n) distribution.
(d) Show that
Z Y? has a x2_, distribution.
i=2
stating clearly the theorem that you require. Hence, or otherwise, find the distribution
of (n—1)S%/02.

(e) Explain why X and S? are independent random variables.

(f) Comment briefly on the distribution of

7 VX —p)

S

Y

stating clearly the theorem that you require.
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