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SECTION A

Answer all five parts of question | (40 marks).

1. a) Foreach one of the statements below say whether the statement is true or false, explaning
YOUT A0SWCT,
.. Forthree events A, B and C, if 4 is independent of 8. B is independent of C and A i3
independent of C. then the three events are independent.
ii. If A and B are two independent events, then Pr(A[8] = Pr{A).
iii. The average of two unbiased estimators for the same parameter is atso unbiased for
the same parameter.
iv. The average of two unbiased estimators for the same parametcr is a better estimator
of the parameter than either of them.
v. Let T be an unbiased estimator for the parameter 8. Then, 77 is not an unbiased
estimator for the parameter 87,
vi, Two fair dice are thrown. The events A ={the dice show a total fur 9, 10 or 12} and
B ={the dice show a total score that is odd} are independent,

{16 marks)
by Briefly explain the meaning of the {ollowing.
i. Extrapolation
. Type [ error
{4 marks)}

¢) A random variabie with expected value 1.2 and Pr{X =0) = 0.1 and Pr{X =2) = 0.2
takes ome more value besides O and 2. Faind its variance.

{4 marks)

d) Consider two random variables X and ¥. X can take the valoes 0, 1 and 2 and ¥ can take
the values O and 1. The joint probabilities for each pair are given by the following table.

X=0|X=1|X=2
Yy=0| Gl 0.4 0.1
¥y=1| 01 (.1 0.2

Let Z = min (X, Y} be the smaller of the two variables. Find E (¥), E{Y!X = t}. E(Z)
and Covi{X.Z).

{10 marks)
{gquestion continues on next pagel
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The following obscrvations are supposcd 1o be observations of a Poisson random variable:
30201,1.4,1.1,2,02.03,1. Estimate the mean of the Poisson distribution and use 4

zoodness of fit test, where observations of value 3 and above are grouped together, to Lest
whether they are indeed from a Poisson distribution.

{6 marks)

SECTION B

Answer two questions from this scction (30 marks each).

2. a)

b)

A man suffering fram headaches i3 trying two different pills. Every morning he decides
on the pill he will take (if any). The probability that he takes no pill is 0.4, the probability
that he will take pill A only is 0.3, the probability that he will take pill B only is 0.2
and the probability that he will take both pills is 0.1, If be gets no pill he will develop
a headache with probabiiity 0.5, if he gets pill A onty, he will develop a headache with
probahility 0.4, il he gets B only, he will develop a headache with probability 0.3 and if
he gets both pills, he will develop a headache with probability 0.2,

i. What is the probability that he develops a headache on any day”
ii. Given that he develuped a headache yesterday. what is the probability he took pill A
f&lone ar together with pill B)Y?
it). Are (he events “he ook pill A alone™ and “he did not develop a headache™ indepen-
dent?

(13 marks)

The random variable X has a density function given by

1+1

flad=

defined over the region 0 < x < I. Find Pr(X < 0.3|X = 0.25), E{X], Var{X} and
Cov(X.X%).

{17 marks)
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3. Three tests A, B and C are sat by 5 different students. Their grades are given by the [ollowing
table

i)

o)

g

d)

Iy

g]

A B C
Studentl 52 4b 45
Student2 34 45 30
Studemtd &1 60 58
Studenmtd 43 4} 50
Students 95 90 9§

Give the tabic for a two-way analysis of variance of the above data,

(8 marks)
Is there a significant difference between the performances of different students?

(2 marks)
Is there a significant difference in difiicolty between the wests?

(3 marks)

Give a 959% confidence interval for the difference one would expect between the grades
of students 3 and 4.

(3 marks)

Suppose now that the scores for test C are not available and one has the scores of the 5 stu-
dents for tests A and B, Construct a two sided 90% conlidence interval for the difference
in grades between the two tests.

{7 marks)

Conlinuing from () use an appropriate hypothesis test to find out if there is significant
cvidence that the two tests difler in difficulty.

(4 marks}
Discuss any differences between your conclusions in parts {¢j. {e) and {I).

{3 marks)
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4. a} Suppuse you are given four pairs of observations {x;,y,} such that
¥y =0 BI[ 4 E).

vo = —0t— P+ 2
and
¥ = Py + €,
for i = 3.4. The variables g, i = 1.2,3,4 are normally distributed with mean 0. Find the
least squares cstimators for the parameters ¢ and B and verify that they are unbiased.

(11 marks)

by The lable below pives the geographical latitude in deprecs, the distance from the coast in
miles and the average annual rainfall in inches for various weather stations in California,

Station Latitude Distance from Coast  Eainfall
Eurcka 4.8 ] 30.6
Fort Brags in4 1 315
SanFrancisco 378 3 21.8
SanJose 37.4 28 14.2
Salinay 6.7 12 13.8
Bakersfield 5.4 75 B
Sunta Barbara 34 .4 l 15
Los Angeles 34.1 15 15
SanDiego 327 5 9.9

Fit a straight line through these data using geographical latitude as the dependent variable
and rainfall as the independent variable.

{7 marks)

¢) A Mcxican town is just across the border at a geographical latitude of 32.9 degrees. Give
& 95% confidence interval for the annual rainfall there.,

{5 marks)
d} How reliable is your answer in {c}?
(3 marks)
¢) ‘T'he full model including the distance from the sea 15
" Rainfall” = -72 +2.57" Latitude” . — 0.2" Distance from the coast”
Carcfully interpret this equation, (4 marks)
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3. Consider two random variables X and ¥, X can take the values 0, | and 2 and ¥ can take the
values 0. 1 and 2. The joint probabilities for each pair are given by the fellowing table.

X=0[X=1 Xx=2
ol 0.1 [ 005 © 0.1
L] o 01 0.1
102 | 003 0 01

il

bz | ez |
|I

a) Calculate the marginal distributions and expected values ol X and Y.

{9 marks)
b} Calculate the covariance of the random variables & and V., where [/ = X + ¥ and V' =
X-Y
{7 marks)
¢} Caleculate E{V |/ = 2)
{7 marks)

d) The random variable W has the same distribution as X and the random variable Z has the
same distribution as ¥. The random variables W and Z are independent. Write down the
table for the joint probabilities of W and Z and calculate their covaniance.

(7 marks}
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Formulae for Statistics

Discrete Distributions
The prohability of v successes in a trials is

H il — R
Binomial Distribution X :

ot x =0 1,....n The mean number of successes 15 nm and
the variance is #ft(1 — ).

The probability of x 1§

L]
{:"-“'ILL
Poisson Distribution o

The mean aumber of successes is p and the variance is

o

The probability of x successes in a sample of size n from a
population of size N with M successes is

o M N—M N
Hypergeometric Distribution ( X ) ( e )f( p )

The mean number ol successes is »M /N and the variance is
n(MINIL - MINN =} N =1
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Sample Quantitics

Sample Variance =Yy —8F e = {E,r? —ngyin—1)

Sample Covariance  Y{x; — (v — 8/ (n— 1} = (Exy —ng5h/(n— 1)

-
Sample Corrclation  (L.xy; — iF)/ yf (3 —n2) (T - ni?}
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Inference
farlance of Sample Mean o/

Ome-sanmple t siatistic V{E— ul /s with {n — 1) degrees of freedom

(¥ =)= —p2)
mff[lfm i) {[(m — 1)t = {rz — 11s3]/ () + 02 - 2)}

Two-sample t statistic

Vanances for differences
of binomial proportions

Pooled Tnipy +ﬂza_’12] | — (it +napz) [_'_ n L}
|_ (m +r2) {1y —m2) T
Scparate Mt =gl =l —mlinm

Estimates for y = & + fx fitted o (y;,4,) fori= 1.2, mare
@ = y— bX and

b= Z(x, -y —¥)/ Z(.r,- —x)*
The estimate of varance 1

(=P - Y - 5P (- 2),

The variance of b 1s sz Vix— &0

Least Squares

¥ (Observed — Expected)? /Expected, with degrees of free-

Chi-squared Statistic , _
Hear dom depending on the hypothesis tested.

END OF PAPER
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