SECTION A

1. The set {vy,...v;} spans V if every v € V can be written as a linear
combination v = A\jv; + ... Ay, for some Aq,..., A\x € R.

[2 marks]. Definition from lectures.

First put wuq, us, u3 as the rows of a matrix, and use row operations to reduce
to echelon form:

1 11 1 1 1 1 1 1 1 0 2
120|701 ~-1}]—7(01 -1({7]10 1 -1
2 31 0 1 -1 0 0 O 0 0 0

Therefore the space U is spanned by {(1,0,2), (0,1, —1)} which are clearly linearly
independent and so give a basis for U.

Similarly put wq,ws, w3 as the rows of a matrix, and use row operations to
reduce to echelon form:

1 3 —-1 1 3 —-1 1 3 —-1 1 0 2
14 =21—~10 1 -1|—7|10 1 =1 |10 1 -1
2 7 =3 01 -1 0 0 O 0 0 O

Therefore the space W also has the same basis as U, namely: {(1,0,2),(0,1,—1)},
and soU =W.

[7 marks]. Seen similar in exercises.

9 marks in total for Question 1
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2. A group is a set G together with a binary operation * such that: (1) for

all g1, 92 € G, g1 * g2 € G; (2) for all g1, 90,95 € G, g1 * (92 * g3) = (91 * g2) * g3;
(3) there exists an element e € G such that, for all g € G, ex g = g*xe = g;

(4) for every g € G, there exists g7' € G such that gxg ' =g t*xg=e. If
G, H are groups, then a map ¢ : G — H is a homomorphism if, for all g1, g, € G,
d(g1 *1 g2) = ¢(g1) *2 P(g2), where *; is the group law in G and *, is the group
law in H. The map ¢ is injective if, for all g1, 92 € G, ¢(g1) = d(g92) = g1 = go-
The map ¢ is surjective if, for all h € H, there exists g € G such that ¢(g) = h.

[5 marks]|. Standard definitions from lectures.
For any g1, g» € G we have
801 +92) = (U ) = (99) + (8 ) = 6l0r) + blow)
Hence ¢ is a homomorphism.

For any g1, 92 € G, ¢(g1) = ¢(92) = (281 )= (ngg(?) = g1 = g2, so that ¢ is
injective.
The element (° () € H does not occur as ¢(g) for any g € G (since ¢(g) always
has 00 as its bottom row), so that ¢ is not surjective.
[4 marks]. Seen somewhat similar in ezercises.

9 marks in total for Question 2
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3. Lete; =1,ep=1m,e3=x2 Then L(e;) = L(1) =1=1-€;+0-e3+0-e3, s0
that the first column of the matrix should have entries 1,0, 0. Similarly, L(ey) =
O-e1+1-ea+1-e3and L(eg) =0-e; +1-ey+1-e3, so that the matrix is:

M =

S O

0 0
1 1
1 1

[3 marks]
If we now compute det(A\] — M) = A—=1)(A=1)2=1) = AA=1)(A —2),
we see that the possible eigenvalues are A =0, 1, 2.

When )\ = 0, a vector v = a + bx + cx? is an eigenvector with eigenvalue 0 iff
Lw)=0-vifa+ (b+c)x+(b+c)z?=0ifa=0and b+c=0iff a =0 and
¢ = —b iff v is of the form bx — bz? (b # 0).

When )\ = 1, a vector v = a + bx + cx? is an eigenvector with eigenvalue 1 iff
Lwv)y=1-vifa+ (b+c)z+(b+c)r®>=a+br+cr?iff b+c=band b+c=c
iff b=c =0 iff v is of the form a (a # 0).

When )\ = 2, a vector v = a + bx + cx? is an eigenvector with eigenvalue 2 iff
Liw)=2-viffa+ (b+c)z+ (b+c)x? = 2a+ 2bx +2cz? iff a = 2a and b+c = 2b
and b+ c = 2ciff a = 0 and ¢ = b iff v is of the form bz + bz? (b # 0).

[6 marks] Seen similar in exercises.

9 marks in total for Question 3
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4. (i) First note that oy, oy, pa2q all leave A unchanged, so that o,,,0,(A4) =
A = pa2a(A). Now, let B be any point on ¢ distinct from A, let B’ = 0,,(B)
and let n be the line through A and B’. Let the point @ be the intersection of m
and the line BB'. Now, |AQ| = |AQ)| and |BQ| = |B'Q| and angle AQB equals
angle AQB' equals 7/2. So, triangle AQB is congruent to AQB’, giving that
|AB| = |AB'| and angle QAB' is the same as angle BAQ, namely: «. It follows
that B' = p42q4(B). Further, 0y(B) = B, since B lies on £. So, we’ve shown that
0m0e(B) = B' = pasa(B). Similarly, let k& be the line through A at angle —«
from ¢, and let C' be any point on £ distinct from A. By a simlar argument to
above, 0,0¢(C) = pa24(C). This shows that 0,00 and pa o, agree on the three
non-collinear points A, B, C. Since these are isometries, and since any isometry is
determined by its effect on 3 non-collinear points, we conclude that 0,00 = p4 2a,
as required [it helps also to draw a quick diagram of the above].

[5 marks]|. Bookwork from lectures.
(ii) Let r be the line through B at angle —(3/2 from s. By part (i), we
have: 0,0, = pp2(s/2) = pB,s. Similarly, let ¢ be the line through B at angle B/2
from s. By part (i), we have: o0, = ppos/2) = pPB,s- SO, PBETs = Osppps
(0105)0s = 05(050,) <= 04(0505) = (0505)0, < oy =0, < t=r
the angle between r and ¢ is 0 or 7 <= (/24 /2 = 0 or 7 [since the angle
from r to t is the “angle from 7 to s plus angle from s to t| <= [ =0 or 7, as
required.

[5 marks]. Seen similar in exercises.

10 marks in total for Question 4
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5. We compute: f(ui,u1) =1-1+(=1)-1+2-(=1)-(-1) =2, f(us,u2) =
1-1+(=1)-142-(=1)-2=—4, flugu1) =1-1+2-1+42-2-(=1) = —1,

flug,ug) =1-142-142-2-2=11. So, the matrix of f wrt us, us is A = (flzf)

[3 marks]
Similarly, f(vi,v1) =2-241-242-1-1=8, f(v1,v2) =2-0+1-0+2-1-3=6,
f(UQ,Ul) =0-243-24+2-3-1 :12, f(UQ,UQ) =0-04+3-0+2-3-3=18. SO,

the matrix of f wrt vy,vy is B = (182 168)'

[3 marks]

Now, note that v1 = 1-u; + 1 - uo, so that “1” and “1” are the entries of
the first column of the change-of-basis matrix. Similarly, vo = (=1) - uy + 1 - ug,
so that “-1” and “1” are the entries of the second column of the change-of-basis
matrix. This gives P = (1 _11) as the required change-of-basis matrix. Finally,

1

_INT o B - “ T

check that: AP = (1)), 00 = (U DCE D00 = (i) =
(182 168) = B, as required.

[3 marks]. Whole question: seen similar (once) in exercises.

9 marks in total for Question 5

6. A matrix M is orthogonal if MM”* =I. Let P = (#') and Q = (2 [).
Then

(PQ)T = (ala2 +bicy  aiby + bidy )T _ (CHCLQ +bicy cras + d102>
C109 -+ d162 Cle + dldg CleQ -+ b1d2 Clbg —+ d1d2

Y ) a1 C\ _ AT pT
_(bz d2) (b1 d1) =@
[4 marks]

I is orthogonal, since II7 = I. If P, (Q are orthogonal then PPT = I and QQ" =
I, so that (PQ)(PQ)T = (PQ)QTPT = P(QQRT)PT = PIPT = PPT =1, s0
that PQ is also orthogonal. Also, if P is orthogonal, then PT = P~! so that
P~H(P~HT = P~Y(P")T = P7'P = I, so that P~" is also orthogonal. Hence, the
set, of orthogonal 2 x 2 matrices contains the identity, is closed, contains inverses,
and is associative (since matrix multiplication is always associative), and so is a
group. [5 marks]. Seen on exercise sheet.

9 marks in total for Question 6
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SECTION B

7. In U, taking a = b = 0 gives that (J0) € U. Ifu = (,%,*/*) € U and

a+b b
_ a at+by __ Aa  Aa+Ab : _ a1 a1+by
A € R, then Au = A4, %7) = Gl ) € U Also, if uyp = (%, “™)
_ az az+bo . _ a1 ai+b az ax+bay\ __
and up = (%7, ") are in U then uy +up = (%, “7") + (5, 0 ) =

ai+as a1+az+bi+b2 : .
(arsan it +bs br 4y ) € U. Hence U is a subspace of V. Proof that W is a

subspace of V' is almost identical.
[3 marks]|. Standard.

Typical member of U is (aib“‘gb) = a(}) +b(}7), so that (;4),(}]) span

U. Also, Mi(1g) +2(07) = (00) = ()\1);&/\2 )‘1;;)‘2) =(00) =X =X =050

that (] 1) (1) are linearly independent. Hence this gives a basis for U and so
U has dimension 2. Similarly, W has basis {(] (1)), (° 7"} and so W also has

dimension 2.
[4 marks]. Standard.
For (“%) to be in U N W, we must have b = ¢ = a +d (to be in U) and
b=c=a—d(tobeinW);buta+d=a—-d <= d=0,and sob=c=a and
d=0.So, UNW ={(2;) : a € R}. Clearly (shown as above) (1) is a basis for
UNW and so U NW has dimension 1.
[3 marks]. Harder, but seen similar.
Note that U + W is spanned by the union of a basis for U and a basis for .
So, it is spanned by the four vectors: (};),(°]), which is a basis for U, and
(7o), (% "), which is a basis for W. Then (} ) has been repeated twice, and
so U + W is spanned by the three vectors: (} (1)), (9 1) ( ")- These are linearly
independent, since )\1(1 (1)) + )\2((1) 1) + )\3( ) ( ) (/\1+:\\;_/\3 ’\1;;’}33’\3) =
(88)=>)\1=)\1+)\2—)\3=)\2+)\3=0=>)\1_)\2 )\32)\2+)\3=0=>
A1 = A2 = A3 = 0. Hence these three vectors form a basis for U + W, giving
that U + W has dimension 3.
[3 marks]. Harder. Unseen.
Finally note that, since diim(U N W) = 1, we do not have UnW = {(J0)},
and so U +W = U & W (note that the definition of S = U @ W is that both
S=U+W andUNW ={({)}-
[2 marks]. Seen similar in ezercises (once).

15 marks in total for Question 7
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8. (i) The rankof f is the dimension of the image of f. The nullity of f is the
dimension of the kernel of f. That rank & nullity theorem states that rank(f) +
nullity(f) = dim(V).

[3 marks] From lectures.

(ii) Let B be the matrix of F' wrt the basis E1, Fy, E3, E4. We have F(E;) =

(;8) =1-FE1+0-Ey+2-FE3+0- E,, so that the entries of the first column of

B are §. Similarly, we have F(E,) = (02) = 0-E, +2-E,+0- E3 +2- By,
0

which gives the entries of the second column of B. Similarly F(E;) = (,0) =
1-E1+0-FEy;+0-E3+0- Ey, which gives the entries of the third column of B.

Finally, F(E,) = () =0-E; + 1+ E, + 0 E3 + 1 - Ey, which gives the entries

01
20
00 .
20

[3 marks|. Seen similar in ezercises.

of the fourth column of B. So, B is: (

O NO ~
- O O

Applying column operations to B as follows: C3 — C3 — C}, then Cy —
(1/2)Cy, then Cy — Cy — Cy, and then C3 — (—1/2)C3, gives the matrix

1000
2898 ], which is in column echelon form. The first three columns of B give a

basis for the image of F', that is, a basis for the image of F'is: 1-E1+0-FEy+2-
E3+0-F4, 0-E14+1-Ey+0-E3+1-E and 0- E;+0- Es+1- E5+0- Ey, that is to say,
a basis for the image of F is: {(50), (1), (o)} [Alternative Method: we could
have found a basis for the image of F' directly from the definition of F' (without
needing B) by observing that F((¢%)) = (% 32:[3) =a(y0)+0+2d)(31)+c(40),

so that (50), (01): (; o) span the image of F', and are clearly linearly independent,

and so give a basis for the image of F.

[3 marks]. Unseen.

Solving for B (%) = (§), we first apply row operations to B as follows:
0

This gives only two independent equations: a +c¢ =0, 20 +d = 0 and —2¢ :2),
equivalent to a = ¢ = 0 and d = —2b, so that the general solution for a, b, c, d is:
0,b,0,—2b, that is: 0- £1 +bFEy +0- F3 —2bFE,. The typical member of the kernel
of F is then: (g J’Qb) = b(g ). So, (8 ) spans the kernel of F and is clearly
linearly independent. So, (8 ') is a basis for the kernel of F. [Alternative Method:
we could have found a basis for the kernel of F' directly from the definition
of F (without needing B) by observing that (*%) € kerF <<= F((‘C‘Z)) =

1
0
-2

1
R3 — R3—2R; and Ry — R,— R, gives the row echelon form matrix: | §
0 0

[=N=]\ N
(=Nl )

cd
(00) <= (Gt =(gs) <= a+c=0,2 =0, 2b+d = 0 < a=c=0,
d=-2b <= ( Z) = (g 7”21)) = b(g ), giving (g ) as a basis for the kernel of F.]
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Since a basis for the image of F' has three elements, it follows that rank(F') =
3. Since a basis for the kernel of F' has one element, it follows that nullity(F') = 1.
Also, dim(V') = 4, since {E1, Fy, E3, E4} is a basis for V. So, the rank & nullity
theorem is verified in this case as: 34+ 1 = 4.

[6 marks]. Seen (somewhat) similar in exercises.

15 marks in total for Question 8
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9. We take A, the matrix representing the quadratic form ¢(z,y, z), form
(A|I), and then use row & column opertations Ry — Ry + Ry & Cy — Cy + O}
followed by: R; — R3; — (1/2)Ry C5 — C3 — (1/2)C,, with only the column
operations being performed on I, as follows:

1 =10 | 100 100 | 110
-1 3 1 [ 010|702 1] 010
0 1 4] 001 01 4] 001
100 [ 1 1 —3
~02001—;).
00 I 100 1
[7 marks].
1 -10 1 00 11 -2
Nowlet: A=|-1 3 1|,D=|0 2 0|,P=|0 1 —5 |,
0 1 4 00 3 00 1
1 -1 0
Q—Pl—(01;,
0 0 1

then D = PTAP and A = QT D(Q. Here, A represents the quadratic form wrt
x,y,z and D represents it wrt new variables r, s, ¢ given by (Q):Q( gg), that is:
t

z

r:x—y’S:y—{—z/Q,t:Z.
[3 marks]

The rank of ¢ is 3 (which is the number of nonzero entries of D), and the
signature of ¢ is the number of positive entries of D minus the number of negative
entries = 3 — 0 = 3. The surface ¢(z,y, z) = 2 becomes r? + 2s* + (7/2)t* = 2,
in 7, s,t coordinates, which is an ellipsoid. The sketch should look identical to
the standard sketch of an ellipsoid, except that the z,y, z axes should be labelled
r,s,t (if drawn it wrt r, s,¢). [If drawn wrt z,y, z then it should be made clear
in the diagram that the axes of the surface are: y = 2 =0, z —y = 2 = 0,
r—y=y+2/2=0|.

[5 marks|. Whole question: seen similar in ezercises.

15 marks in total for Question 9
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10.(i) Suppose that e; and e were both (2-sided) identity elements. Then
e1 * eo = €1, since ey is an identity. Similarly, e; * e; = e5. Hence e; = es.
[2 marks]|. Seen in lectures.
Let ax § = e. Let § be the (2-sided) inverse of a, and multiply both sides of
the equation on the left by 6. Then 6 * (ax 3) = d xe = § (since e is identity), so
that (§ x ) x 8 = 0 (assoc.) and so 8 = §. Now multiply both sides on the right
by «, giving fxa =0 xa = e.
[2 marks]. Unseen
(ii) Suppose a* = a*~. Multiply both sides on the left by J, the inverse
of a. Then 6% (a*f) = §*(axy), giving (0 *a) % = (0 * ) * [by associativity],
and so e x § = e x v, finally giving: 8 = 7, as required. The values of « * g, as
g runs through all the members of the group give the ‘e’ row of the group table;
if two of these were the same, we would have a x § = a * 7y for distinct 8 # 7,
contradicting the previous result. Similarly, 8o = v * a = = v gives that no
element can be repeated in the same column.
[3 marks]. Seen on exercise sheet.
(iii) From the already provided entry E x F' = E, we deduce (after multi-
plying both sides on left by the inverse of F') that F is the identity element. This
allows us to fill in the bottom row as ABCDEF and similarly the right hand col-
umn. Having done this, we use the given entry B x A = F, the identity element,
and the second part of (i), to deduce that A * B = F. At this point we have:

*'A B C D E F
A|/D F 7?2 C 7 A
B 7?2 7?2 7 7 B
c(?» 72 7 7 7 C
DB ? A E 7?7 D
E|? A B 7?7 7 E
FIA B C D E F

From now on, we can fill in all the remaining entries by using only the ‘no-
element-repeated-in-the-same-row-or-column’ rule. For example, this forces BxD
to be A. The following gives a possible order in which the remaining 16 entries
can be fixed using this rule.

*'A B C D E F
AlD F 3 C 2 A
Bl F 6 4 1 5 B
Cl 9 7 14 15 13 C
D/l B 8 A E 11 D
E|10 A B 16 12 E
FIA B C D E F
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The final table must then be
* 1A

HmOQm >

W= Q0o -
CH@mwe QU
HOm™me Qoo™
MmO QW =™

> QwWmmO
— Q@@= T™0Oo-aQ

6 marks|. Seen similar on Ex Sheet (but this one is harder).

Finally, note that then (AxA)x A =DxA = B, but Ax(AxA) = AxD =C,
violating associativity. Since the above is the unique way of completing the table
in a way compatible with (i),(ii), and since any group (by definition) satisfies
associativity, there is no way of completing the given table to form a group table.

[2 marks|. Unseen.

15 marks in total for Question 10
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