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1. Suppose we have data{(xi, yi), i = 1, . . . , n} and that we want to obtain a smooth estimate
of m(x) = E(Y | X = x). Consider the Nadaraya-Watson estimator given by

m̂h(x) =
r̂h(x)

f̂h(x)
=

(1/n)
∑

Kh(x − xi)yi

(1/n)
∑

Kh(x − xi)
,

whith K a symmetric kernel function.

(i) Using the more general form

m̂h(x) =
1

n

n
∑

i=1

wi(x)yi

obtain the form of the weightswi(x), and discuss the role of the smoothing parameter
h.

(ii) What is the limiting behaviour as

(a) h → 0, and
(b) h → ∞?

(iii) Show thatE[r̂h(x)] can be written as
∫

Kh(x − u)r(u)du , wherer(x) = m(x)f(x).

(iv) By making a change of variable and expanding as a Taylor series, show that

E[r̂h(x)] = r(x) +
h2

2
r′′(x)µ2(K) + o(h2) as h → 0

whereµ2(K) should be defined.

(v) Discuss how the smoothing parameterh could be chosen in practice.

2. Consider the multiple linear regression model given by

y = Xβ + ε

where

y is n × 1 vector of observations

X is n × (p + 1) full rank matrix of explanatory variables

β is (p + 1) × 1 vector of regression coefficients

ε is n × 1 vector of random errors, withε ∼ N(0, σ2In).

Prove that the least squares estimator ofβ is given by

β̂ = (XT X)−1XT y.

Derive the mean and variance of̂β , taking care to quote any general results that you use.
What is the distribution of̂β , and why?

By considering the residual sum of squares, show that the total (uncorrected) sum of squares
can be partitioned into a model sum of squares,β̂T XT y , and a residual sum of squares
yT{In−X(XT X)−1XT}y . Quoting any general results that you use, prove that the model
sum of squares and the residual sum of squares are independent.
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3. (a) Show that the density scaled histogram can be expressed as a step function of the form

f̂(x) =
{

ni/{n(ti − ti−1)} x ∈ [ti−1, ti)
0 otherwise

whereni is the number of observations,{xj , j = 1, . . . , n}, in the interval[ti−1, ti).

Show also that the heights in each interval are equivalent tothe maximum likelihood
estimate of a step function in which theti are given.

(b) State up to three distinct criteria for selecting subsetregression models. In each case,
provide a definition and describe how the criterion would be used in practice.

4. (a) Define the coefficient of multiple determinationR2 , and briefly describe its role as a
multiple regression diagnostic aid.

Given thatŷ = Xβ̂ where
β̂ = (XT X)−1XT y

show thatR2 is equal to the square of the correlation betweenŷ andy .

(b) SupposeX(I) is the design matrix with rows belong to setI removed, andXI are the
rows of X belonging to a setI . Given that

(A − UV T )−1 = A−1 + A−1U(Im − V T A−1U)−1V T A−1

for a square ((p+1)×(p+1)) matrix A , and withU andV of dimension(p+1)×m,
show that

(XT
(I)X(I))

−1 = (XT X)−1 + (XT X)−1XT
I (Im − HI)

−1XI(X
T X)−1

where
HI = XI(X

T X)−1XT
I .

Hence show that if observationi is removed then the resulting estimate ofβ is given
by

β̂(i) = β̂ −
(XT X)−1

xi

(1 − hii)
ei

whereei = yi − ŷi andhii = x
T
i (XT X)−1

xi .
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5. The following computer output shows the results of fitting a regression model to the winning
time taken (y in minutes) to climb Scottish hills based on distance (x1 in miles) and height
climbed (x2 in feet) for 35 races.

> lm1=lm(time ˜ ., data=hills)
> summary(aov(lm1))

Df Sum Sq Mean Sq F value Pr(>F)
dist 1 71997 71997 334.293 < 2.2e-16 ***
climb 1 6250 6250 A 6.445e-06 ***
Residuals B 6892 C
---
Signif. codes: 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1
> summary(lm1)

Call:
lm(formula = time ˜ ., data = hills)

Residuals:
Min 1Q Median 3Q Max

-16.215 -7.129 -1.186 2.371 65.121

Coefficients:
Estimate Std. Error t value Pr(>|t|)

(Intercept) -8.992039 4.302734 D E *
dist 6.217956 0.601148 10.343 9.86e-12 ***
climb 0.011048 0.002051 5.387 6.45e-06 ***
---
Signif. codes: 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1

Residual standard error: F on 32 degrees of freedom
Multiple R-Squared: G, Adjusted R-squared: 0.914
F-statistic: H on 2 and 32 DF, p-value: < 2.2e-16

Calculate the missing values at A–H.

Predict the time taken to climb Ben Venue, which has a distance of 8.1 miles, and height
climbed 2700 feet.

The graphs overleaf show some plots based on the fitted model.Fully describe each of these
plots giving mathematical expressions for the quantities in the x and y axes, and interpret
the information they provide.

State what further steps you would take in the analysis of these data.
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