Discriminative Bayesian logistic regression Generative

Bayesian classification

@ Discriminative classification
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Discriminative

Likelihood model

Two class (binary) classification, discriminative approach:
need model for p(C1|x,w) = 1 — p(Ca|x, W)

Keep this ‘almost’ linear in parameter vector w:
p(Cilx,w) = o(who(x)), o(a)=1/(1+e7%)

o(a) = logistic sigmoid, ‘squashing’ or ‘activation’ function
Inverse: logit a = In(o/(1 — o)), ‘link’ function
Model known as ‘logistic regression’ (but it's classification!)

Other choices for o(a) are possible, e.g. inverse probit

o(a) = /_ N(8]0,1)d0

)
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Discriminative

Bayesian logistic regression

Activation functions

Red:

-5 0 5

logistic sigmoid; blue: inverse probit

Generative



Discriminative Bayesian logistic regression Generative

Likelihood model

@ Represent class C; ast =1, C3 as t =0, then
p(tlw) = H Y )y = p(Calxn, W) = o(W B(xn))

@ Maximum likelihood minimizes cross-entropy error function

E(w)=—Inp(tjw) == [taInyn + (1 — ;) In(1 — yn)]

n

o Gradient:

VE(W) = Z(yn - tn)¢(xn) = (I)T(y - t)

n



Discriminative

Bayesian logistic regression Generative

Likelihood model (2)
Hessian of E:

VVE(W) =Y ya(l = yn)d(xn)p(xn)" = "R

with R = diagonal matrix, Ry, = yn(1 — yn)
Positive definite = F is convex, only has a single minimum
So p(t|w) is log-concave, only has a single maximum

Can be found efficiently numerically (iterative reweighted least
squares)



Discriminative Bayesian logistic regression Generative

Generalizations

@ Allowing labelling noise:

pCix,w) = (1—e)o(w (x)) + e[l —o(wo(x))]
= e+ (1-2)0(wle(x))

@ Classification into K > 2 classes: use ‘softmax’

p(Crlx,Wi...Wg) = M ap = WE(j)(x)

>2;exp(ag)’
o Likelihood for 1-of-K coding t,, is then
N K
p(tl .. .tN’W1 .. WK) = H H yfﬁfk
n=1k=1

with ynr = exp(ank)/ Zj exp(an;) and apg = qu’)(xn)
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Bayesian classification

© Bayesian logistic regression & Laplace approximation
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Bayesian logistic regression

Prior and posterior

Need to put a prior on w; could choose as for linear regression
p(w) = N(wl|0,a™'T)

Gives for posterior p(w|t) o p(t|w)p(w)
Inp(wlt) = —FE(w) + const.
- 2T
E(w) = W w—;[tnlnyn—i—(l —tpn) In(1 — yy)]

Need to normalize and then integrate to get predictions

p(Cilx, ) = / p(Ca|x, w)p(w|t)dw

Not a Gaussian integral — but p(w(t) has a single maximum

So approximate by a Gaussian around this maximum:
Laplace approximation
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Discriminative

Bayesian logistic regression Generative

Laplace approximation

In one dimension

Consider a generic p(w) = exp[—FE(w)]/Z, Z = normalization
constant (‘partition function’)

If p(w) has a single maximum at wy, can expand around there:
1 " 2
B(w) = E(wo) + 5 (wo) (w — wo)

Gives Gaussian approximation for p(w):

2

(w=wo)™ = N (wlwo, 1/E" (wo))

e—E(wo) B (wg)
2

pw) ~ gw) = ——e

Approximation for Z:

7 — e—E(wo) (27?)1/2[E”(w0)]_1/2
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Laplace approximation

Illustration
0.8 40
0.6 30
0.4 20
0.2 10
92 -1 0 1 2 3 4 92 -1 0 1 2 3 4
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Discriminative Bayesian logistic regression Generative

Laplace approximation

In M dimensions

o Consider again p(w) = exp[—E(w)]/Z
o If p(w) has a single maximum at wg, can expand around
there:

E(w) =~ E(wq) + %(w —wo)TA(W — wy)

where A = VV E(w)|,_,,, = Hessian at minimum of E
@ Gives Gaussian approximation for p(w):
—E(wo)
p(w) ~ q(w) = © 7 ™3 (WO TAW=WO) — A7 (wwg, A7)

Approximation for Z:
7 — efE(wo)(Qﬂ_)M/Z‘A‘fl/Q
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Discriminative

Bayesian logistic regression

Back to Bayesian logistic regression

Posterior p(w|t) = exp[—E(w)]/Z with

E(w) = %WTW — Z[tn Iny, + (1 —t,) In(1 —yp)]

E(w) convex, single minimum, Hessian oI + ®TR&®
Find minimum wyap, call Hessian there val

Then Laplace approximation for posterior is

p(wlt) = q(w) = N(w|wwmap, Sn)

Generative
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Bayesian logistic regression

Predictive distribution

Use approximate posterior:
perxt) ~ [ pCifx wiatwis = [ o(wTd(x))alw)iv
Call a = wl¢(x), then a has Gaussian distribution, with
Bl = [ W o) a(w)dw = whapd(x
Ble?] = / Bx)Tww T $(x) a(w)idw

= ¢(x)"(WnapWyap + SN) (%)

So
p(Cilx. ) ~ / ()N (ol whipd(x), d(x) TSy b(x)) da

Can be done numerically, or analytically for inverse probit
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Bayesian classification

© Generative classification
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Discriminative Bayesian logistic regression Generative

Generative classification

e We model joint distribution p(x,Cy), rather than conditional
distribution p(Cg|x) of class labels

Normally separate p(x,Ci) = p(x|Cx)p(Ck)

Class probabilities p(Cy|m) = 7

Class conditional densities e.g.

p(x[Cr, {15}, ) = N (x| pr, 2)

For two classes this gives

p(C1|x) = a(wa + wo)

Linear discriminant as before, logistic sigmoid arises naturally

If classes have different 3J, get quadratic discriminant
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Discriminative Bayesian logistic regression Generative

[llustration
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Discriminative Bayesian logistic regression Generative

Maximum likelihood inference

Consider two classes, sothat 1y =7, Mo =1—7

Training data: N inputs x,,, N outputs ¢, € {0,1}

Collect into Xt = (x1,...,xn) and t = (t1,...,tN)

t, =1 for Cq, t, = 0 for Cy

Likelihood: p(x,t = 1) = p(x|C1)p(C1) = 7N (x|p1, )
Similarly, p(x,t = 0) = p(x|C2)p(C2) = (1 — )N (x|p2, X)
Overall data likelihood p(t, X|7, 1, p2, 3) =

WN (%nl 11, )] [(1 = mN (xa| 2, )]

H,:]Z

@ Can be maximized in closed form
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Generative

Bayesian inference

Allow X; # 35 now so each p(x|Cy) has its own parameters
Likelihood factorizes: p(t, X|m, g1, po, X) =

H7r 1—7T1 tn H N (xn|p1, 1) H N (xn|p2, 22)

n:tp=1 n:tp, =0
So if prior factorizes into p(7)p(p1, X1)p(p2, X2), then
posterior p(m, p1, X1, 2, Da|t, X) factorizes in the same way
Predictive distributions simplify accordingly, e.g. p(x,C1) =

/dﬂ'ﬂ'p(ﬂ't, X) x /duldzlj\/(xul,El)p(ul,El\t, X)

Effectively, each class density models p(x|Cy) is learnt
separately from training data with class label k

Conjugate priors p(pr, Xr): Gamma-Wishart
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