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[E2.11 (Maths) ISE 2007]
Section A

1. Fourier Transform

Let f, g and h be functions of time ¢ possessing Fourier transforms and
related by

g(t)=f(t—d)— f(t+d) and R'(z)=g(t).

1 for —-d<it<d,
f(t) _{ 0 otherwise .

(i) Write the formula defining the Fourier transform FT f(t) = f(w) of
the function f(t) as an integral over time ¢ and evaluate the integral.

-~

(ii) Express the Fourier transform FTh(t) = h(w) in terms of
FTf(t) = f(w).

(iii) The integral formula defining the convolution of the function f (2)
with the function g(¢) is
(fxg () = j; f(u) gt —u)du .

Write your formula for FTh(t) = h(w) as the FT of the convolution
of two functions, identify the functions and evaluate the integral.

2. Laplace Transform

(i) Write the formula for the Laplace transform L[f] = f(p) of a function
f(t), t>0.
Write expressions for L[tf], L[f'] and L[f"] in terms of L[f] = f(p)-
Recall the definition (f*g)(t) = J'E: f(u)g(t—u)du for the convolution
of two functions f and g
Write f * g in terms of f(p) and F(p).

Solve the following differential equations by using the Laplace transform.

(11) y” - 33/ T 2?}' = a(t):r t> 0! y(O) =0= yj(o)
where a(t) has Laplace transform a(p). Express the answer in terms
of a(t) and a function which you should determine.

(iii) o +z—-y=¢€, -z+y+y=¢, z(0)=0 y0)=2.

PLEASE TURN OVER



[E2.11 (Maths) ISE 2007]
3. Volume Integration

A horizontal plane slices through a sphere of radius a at height

z=uacosf > 0.
Calculate the volumes of the two pieces by using the two different methods

which follow.

(i) Compute the smaller volume by integrating in cylindrical coordi-
nates.
Find the larger volume by subtraction.

(ii) Compute the smaller volume by integrating in spherical polar coor-
dinates. For this you may use the formula for the volume of a cone,
Veone = BaseArea x Height/3.

Find the larger volume by subtraction.

4. Contour Integration

Use contour integration to compute the inverse Fourier transform f(t) for

t >0 of
o j &

f(w)=m

for a positive real constant a > 0 by performing the following steps:

(i) Write the Cauchy integral formula for an analytic function f(2).

(if) Write the formula for the inverse Fourier transform f(t) of this f (w)
fort > 0.

(iii) (c1) Write the formula for the inverse Fourier transform in (i) as an
integral around a contour C in the complex plane.
(c2) Draw a sketch that identifies the contour C and the directions
of integration on each of its components.
(c3) Explain why you chose this contour to evaluate the inverse

Fourier transform f(¢) for t > 0 of f(w) above.

(iv) Identify locations of poles enclosed by C, compute their residues and
evaluate the integral around the contour using the Cauchy integral
formula.

(v) Evaluate integrals on appropriate pieces of the contour.

(vi) Determine the function f(t) whose Fourier transform is f(w) above.

PLEASE TURN OVER



Section B [E2.11 (Maths) ISE 2007]

5. The signal strength of a wireless router from a laptop is classified into
three categories: ezcellent, good and weak, depending on the distance, X,
of the laptop from the router,

Classification Distance
Excellent X<10m
Good 10m < X < 30m
Weak X>30m

The distance, X, from the router follows an exponential distribution with
parameter A = 0.1,

_ |} Aexp(=Az) >0
f(=) = { 0 otherwise

(i) Find an expression for P(X < z).

(ii) Determine the probabilities that the signal strength will be classified
as excellent, good and weak.

The observed probabilities of successfully downloading a file if the sig-
nal strength is classified as excellent, good or weak are 1, 0.9 and 0.1

respectively.

(iii) Find the unconditional probability that a file is downloaded success-
fully.

(iv) If a file is downloaded successfully, determine the probability that
the signal strength was classified as excellent.

Assuming that files are downloaded sequentially and independently, with
the probability of successful download given by the solution to part (iii),

(v) determine the maximum number of files that can be downloaded,
such that the probability that they are all downloaded successfully
is greater than 0.5.

(vi) find an expression for the probability that the first unsuccessful
download occurs after n download attempts.

PLEASE TURN OVER



[E2.11 (Maths) ISE 2007]

6. The lifetimes, T4 and Tg of components of type A and B, in hours, are
modelled by normal distributions with variances 4 and 9 respectively.

(i) The lifetimes of a sample of size ng = 16 components of type 4
have a sample mean of Z4 = 26, and the lifetimes of a sample of
size ng = 16 components of type B have a sample mean of
Zp = 30. Calculate 95% confidence intervals for the mean lifetimes
of components A and B.

(ii) Find expressions for the reliability and hazard function of a compo-
nent with lifetime T' ~ N(u,c?).

(iii) Assuming that the mean lifetimes of components A and B are 26 and
30 hours respectively, find the reliabilities of components of type A
and of type B at one day.

(iv) Comment on a potential problem of modelling lifetimes using a nor-
mal distribution.

The following network is constructed using one component, A, of type A
and four components, B;, Ba, B3 and By, of type B, all operating indepen-
dently. The network functions if there is a path of functioning components
between S and T'.

By —— By

B3 —— By

(v) Determine the reliability of the network at one day.

END OF PAPER
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Probabilities for events

For events A, B, and C P(AUB) = P(A)+P(B)-P(ANnB)

More generally P(U 4i) = ZP(Ag) - ZP(A‘- NA;)+ ZP(A,- NA;jNAg)—---
The odds in favour of A P(A)/ P(A)

Conditional probability P(A|B) = %%B—) provided that P(B) >0
Chain rule - P(ANBNC) = P(A)P(B|A4)P(C|AnB)

Bayes' rule P(Al B) P(4) P(B] ‘E) —
— P(A)P(B|A) + P(A) P(B|4)

A and B are independent if P(B| A) = P(B)

A, B, and C are independent if P(ANBNC) = P(A)P(B)P(C), and
P(AnB) = P(A)P(B), P(BNnC) = P(B)P(C), P(CNnA) = P(C)P(A)

Probability distribution, expectation and variance

The probability distribution for a discrete random variable X is called the
probability mass function (pmf) and is the complete set of probabilities {p;} = {P(X = z)}

Expectation E(X) = p = Zmpz

T

For function g(z) of z, E{g(X)}= Zg(m)Pz. so E(X?) = Z T p,

Sample mean T = %ka estimates u from random sample z1,%Z3,...,2Zn
&
Variance var(X) = o? = E{(X -p)?} = E(X?) - u?

2
(ij)} estimates o2

J

=

n—1

; 1
Sample variance §? = {Z 1;% —
k

Standard deviation sd(X) = ¢

If value y is observed with frequency ny

n=3ny, D o=} ymy, D ok=) Un
v k y k Y

3 i
= 1 . 2
Skewness [; = E(X ,u.) is estimated by —— (:r, :1:)
e g n-—1 s
. X—pu 4 : : 1 i —5)4

K = - timated by —— -3

urtosis [ E ( = ) 3 is estimated by —— ( .
Sample median % or Tmeq. Half the sample values are smaller and half larger
If the sample values 1, ..., Tn areordered as Z() < T(g) < *** < T(n),
then T = T nt1, fnisodd, and Z = 1 (z(z) + z(az2y) if nis even

(25) 2\7(7 (%)



a-quantile Q(a) is such that P(X < Q(a)) = «

Sample a-quantile @(a) Proportion « of the data values are smaller

-~

Lower quartile Q1 = Q(0.25) one quarter are smaller
Upper quartile Q3 = Q(0.75) three quarters are smaller
Sample median % = Q(0.5) estimates the population median Q(0.5)

Probability distribution for a continuous random variable

The cumulative distribution function (cdf) ~ F(z) = P(X < 1) = / " F(zo)dao

0=—00
dF(z)
dz

E(X) :p:[ixf(z)dz, var (X) = o = E(X?) — p?, where E(X2)=f°;m2f(:c)dz

The probability density function (pdf) Flg) =

Discrete probability distributions

Discrete Uniform Uniform (n)

pz=% (z=1,2,...,n) p=(n+1)/2, o*=(n?-1)/12

Binomial distribution Binomial (n,6)

pz:(n)eﬁl_mW” (2=0,1,2,...,n)  p=nf, o’ =nf(1-6)
z

Poisson distribution Poisson (A)

ATe—A
Pz = .

z=0,1,2,...) (withA>0 =X, o?=A
( ) ( p

Geometric distribution Geometric (6)

1 1-4
pz=(1—"6)x_19 (I=1,2,3,...) "J.—_ua, U2=T
Continuous probability distributions
Uniform distribution Uniform (, )
1
7 (a<z<p), p=(a+p)/2, ¢®=(B~-a)/12
f@) = § F-e
0 (otherwise).
Exponential distribution Ezponential (X)
XA (0<z < o), p=1/A, o2 =1/

fle) =

0 (—co <z £0).



Normal distribution N (,0?)

flz) = —z-fir?exp{—%(m;’u)z} (~o <z <), EX)=4p, var (X) = o

Standard normal distribution N(0,1)

If X is N(u,0%), then ¥ = a4 N(0.1)
g

Reliability

For a device in continuous operation with failure time random variable T having pdf f(t) (¢ >0)
The reliability function at time ¢ R(t) = P(T>t)

F(t)/R()

The cumulative hazard function H(t) = /: h(tp)dte = —In{R(?)}

The failure rate or hazard function  h(t)

The Weibull(a, 8) distribution has ~ H(t) = pt®

System reliability

For a system of k devices, which operate independently, let
R; = P(D;) = P("device i operates”)
The system reliability, R, is the probability of a path of operating devices

A system of devices in series operates only if every device operates
R-—-P(DlﬂDgﬂ--'ﬂDk) = RiRy--- Ry
A system of devices in parallel operates if any device operates

R=P(D1UD2U---UDk)=1—(1—R1)(1—-R2)-'-(1—Rk)

Covariance and correlation

The covariance of X and ¥ cov(X,Y) = E(XY)-{EX)HE(Y)}

: ; 1
From pairs of observations (z1,%1), -+, (Zn, Un) Sgy = Zxkyk — E(Z z;)( Z Y;)
k i ;

1 1
S = NA-(Twf 8w = Dk (Xw)
k i k J

1
Sample covariance Sy = o 1Sxy estimates cov (X,Y)
XY
Correlation coefficient p = corr(X,)Y) = %@%
Sample correlation coefficient r = —§“— estimates p
zTHyy




10.

11.

12.

Sums of random variables

E(X+Y) = E(X)+E(Y)

var (X +Y) = var(X)+var(Y)+2cov(X,Y)

cov(aX +bY, cX+dY) = (ac)var(X)+ (bd) var (Y) + (ad + bc) cov(X,Y)
If X is N(p1,0%), Y is N(ua,03), and cov (X,Y) =c, then X+Y is N(u1+p2, 07 +0%+2¢)

Bias, standard error, mean square error

If ¢ estimates 6 (with random variable T giving t)

Bias of ¢ bias(f) = E(T)-6
Standard error of ¢ se(t) = sd(T)

Mean square error of ¢  MSE(t) = E{(T —6)*} = {se(t)}* + {bias (t)}?
If T estimates p, then bias(z) =0, se(Z) =o/v/n, MSE(Z)=o0%/n, 8 (Z)=s/\v/n

Central limit property  If n is fairly large, 7 is from N(u, ¢2/n) approximately

Likelihood

The likelihood is the joint probability as a function of the unknown parameter 6.

For a random sample z1,%2,...,Zn
£0; 21,22y ,8n) = P(X1=% | 8) o PlXp =24 | 8) (discrete distribution)
UO; 21,%2,.--i%0) = flz1 [ 0) f(z2|0) - f(zn]|0) (continuous distribution)

The maximum likelihood estimator (MLE) is g for which the likelihood is a maximum

Confidence intervals

If 21,29,...,%n are a random sample from N(u,az) and o2 is known, then

the 95% confidence interval for pis (T — 1.96—;—;, T+ 1.96%)
If o2 is estimated, then from the Student t table for t,_; we find ty = tn-1,0.08

The 95% confidence interval for p is (T — to_j_ﬁ" T+ ﬁo%)



13. [Standard normal table |  Values of pdf ¢(y) = f(y) and cdf @(y) = F(y)
y o) @) |y o) 2@ |y ¢ 2| v 20)
0 .399 5 9 266 .816 |18 .079 .964 |28 .997
1 397 540 | 1.0 .242 .841 |19 .066 .971 3.0 .999
o 301 579 |11 .218 .864 |20 .054 .977 | 0.841 .8
3 381 .618 |12 .194 .885 |21 .044 .982 1.282 .9
4 368 .655 | 1.3 .171 903 |22 .035 .986 1.645 .95
5 .352 .691 |1.4 .150 .919 |23 .028 .989 196 .975
6 333 .726 |15 .130 .933 | 2.4 .022 .992 2.326 .99
7 312 758 |16 .111 945 |25 .018 .994 2,576 .995
8§ 200 .788 |17 .094 .955 | 2.6 .014 .995 3.09 .999
14. [Student t table | Values trp of z for which P(|X| > z) =p, when Xisty
m p=010 005 0.02 001 | m p=0.10 005 002 001
1 6.31 1271 31.82 63.66 9 1.83 226 2.82 3.25
2 202 430 6.96 9.92 |10 181 223 276 3.17
3 235 318 454 584 |12 178 2.18 2.68 3.05
4 213 278 375 4.60 |15 1.75 2.13 260 295
5 202 257 336 403 |20 172 2.09 253 285
6 1.94 245 314 371 |25 171 2.06 248 278
7 1.80 236 3.00 350 |40 1.68 2.02 242 270
8 186 231 290 336 |o© 1.645 1.96 2326 2.576
15. [ Chi-squared table | Values X}, of  for which P(X > z) =p, when X is x}
and p = .995, .975, eic
k .995 .975 .05 025 .01 .005 k 995 975 .05 .025 .01 .005
1 .000 .001 3.84 502 663 7.88 18 6.26 8.23 28.87 3153 3481 37.16
2 010 .051 5.99 7.38 921 10.60| 20 7.43 959 31.42 3417 37.57 40.00
3 072 .216 7.81 9.35 11.34 1284 22 8.64 10.98 33.92 36.78 40.29 4280
4 207 .484 9.49 1114 13.28 1486 | 24 9.89 12.40 36.42 39.36 42.98 4556
5 .412 .831 11.07 1283 15090 1675| 26 11.16 13.84 38.89 4192 45.64 48.29
6 .676 124 1259 1445 16.81 1855 | 28 12.46 15.31 4134 4446 4828 5099
7 000 169 14.07 16.01 18.48 20.28 | 30 13.79 16.79 43.77 46.98 50.89 53.67
8§ 1.34 218 1551 17.53 20.09 21.95 40 20.71 2443 5576 59.34 63.69 66.77
9 173 270 1692 19.02 21.67 23.59 | 50 27.99 3236 67.50 71.41 76.15 79.49
10 2.16 3.25 13.31 20.48 23.21 25.19 | 60 3553 40.48 79.08 83.30 88.38 91.95
12 3.07 440 2103 23.34 26.22 2830 | 70 43.28 48.76 90.53 95.02 100.4 104.2
14 4.07 5.63 23.68 26.12 29.14 3132 | 80 51.17 57.15 101.9 106.6 1123 116.3
16 5.14 6.91 2630 28.85 32.00 34.27 | 100 67.33 74.22 1243 129.6 1358 140.2




16.

17.

18.

The chi-squared goodness-of-fit test

The frequencies n, are grouped so that the fitted frequency 7, for every group exceeds about 5.

Py
-7 ; g g :
X% = Z L@H:L) is referred to the table of x2 with significance point p,
Y
where k is the number of terms summed, less one for each constraint, eg matching total frequency,

and matching T with g

Joint probability distributions

Discrete distribution {pgy}, where ps = P{X =z}n{Y =y}).
Let DPze = P(X = z); and Doy = P(Y = y), then

P = T wnd PX=s|v=y = B
] ; oy

Continuous distribution

Jointcdf F(z,y) = P{X<z} n{Y<y}) = fx /y f(zo ,y0) dzo dyo
ey TQ=—00 Y Yyp=—0o0

2
Joint pdf flz,y) = %E;y)
Marginal pdf of X fx(z) = /w f(z, yﬁ) déf‘o
. . B _ fl=zy) :
Conditional pdf of X given Y =y fxyy(zly) = —f @) (provided fy(y) > 0)
Y

Linear regression

To fit the linear regression model y=a+ fz by J=a+ Bﬂ: from observations

(1,¥1),+-+, (Tn,yn), the least squares fit is a = y—?fﬁ, E = -giéi
Iz
S2
The residual sum of squaress RSS = S, — S_"”-"'-
ol = nR_S_SZ n;Q o? is from Xo—1
E@ = a, E@) = B,
S _ o? T I
WAt Q) - nSma ) m(ﬁ) - Sz:..r' ) CDV(Q,ﬁ) - sz a
- 1 _=\2
gzza'{-ﬁ:{.‘, E(ffz)=a+ﬁm) V&I(ﬁz) - {__!_(-T 1') }0_2
n Szz
;Eac; ) E.__(fi ) E ;;E’;)ﬁm are each from t,_o
5 z
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EXAMINATION SOLUTIONS 2006-07

Course ISE 2.6
Question 1 | Fourier transform
Marks
(ALL SEEN)
(a) The Fourier transform FT f(t) = f(w) of the function f(t)
1 for —d<t<d 6 marks
fie) = { 0 otherwise
is given as an integral over time t which is easily evaluated as
2 i 2sin(wd
F) = FT(e) = [ e ) ar = 220
—0o W
(b) Consequently, since g(t) = h'(t) implies §(w) = iwh(w) one finds v/
§w) = FT(ft—d) - f(t+d)) = (¢ - ™) f(w) ‘ marks
— 92 sin(wd) f(w) = (b)(w) = iwh(w)
That is, )
Paits . 2sin(wd) 5 4sin*(wd)
o) = 2D ) - SO
() Frglt) =2 f(t—s)gls)ds < Grvew
The product of Fourier transforms of two fgpftions is the Fourier 7
transform of their convolution, f(w)g(w) = (f * g), so -

2sin(wd) ; N

h(w) = fw) = fw)?=(f*5)

w
where f % f is the convolution of f with itself, namely

- t+2d for —2d<t<0
(f*f)(t)=/;mf(t—s)f(s)ds={det for 0<t<2d

0 otherwise
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EXAMINATION SOLUTIONS 2006-07 Course ISE 2.6
Question 2 | Laplace transform
Marks
(ALL SEEN)
(@) The Laplace transform f(p) of a function f(t), t > 0, is defined
as L[f] = f(p) = [°e™f(t)dt. It satisfies Litf] = ~a“; f(p),
Lif1 = F(p) = —f(0) +25(p). L[(F)] = " (p) = ~f'(0)+pL[f"], | 5 marks
and fxg = f g, where (f  g)(t) = g f(w)g(t — u)du.
(b) Laplace transform both sides of the equation, using the formulas for
the transformation of ¢/(t) and ¥”(t) and initial conditions »(0) and
Y (0): _
2_' —_ = =z Sl a
—Ppi+2j=8 = F=—5—7—
py—3py+2y=a U= 3,70
The solution 7 is a product of Laplace transforms, therefore y(t) is a
convolution of a(t) and the inverse Laplace transform of (p*—3p+2)~".
To find the latter, use partial fractions to write
7 marks
1 .
P?-3p+2 p-2 p-1
which has inverse Laplace transform e?t — et. Hence, we have
Parts
t
y(t) = a(t) * (* —€') = /0 a(t — u)(e™ — e*) du.
(c) Taking the Laplace transform of the two equations and using the initial
conditions for z and y, we have
. 1 - o 1
pE+i—§=—7, —Z-2+pi+G=—. 8 marks
p—1 p—1

Solving for Z and ¥ yields,

3 _ 2p+1
P-De+2 ' -De+2)

These are easily inverted using partial fractions as,

8l

zt) =€ —e 2, y(t)=e+e .

Setter's %ljgs\ Checker’s initials B
cl g L)

Page number

2




EXAMINATION SOLUTIONS 2006-07 Course ISE 2.6
Question 3 | Volume integrals
Marks
(ALL SEEN)
(a) In cylindrical coordinates (z,y,z) = (rcos ¢, 7sing, z) the sphere is
given by 22 = a2 — 72, so that z = v/a®> — 2 for z > 0. The volume
of the cap above z = acosf > 0 is given in cylindrical coordinates by
2T asinf ai—r
Vap = [ do [ rr [ dz
.. @ oos? 3 for limits
= ?T/ [ a? — p—acos B}dp with p = r? 3 integral
0
. 2 2 3/2 p=a?sin? @
= n-[— g(a —p)t— apcosﬁ]p:()
2ma® -~
= [1 — cos@(cos 6+ 7 sin 9)]
oma® 1
e 0 [1 — cos 9(1 + — sin? 9)} 4  correct
3 2 integrati
gration
This is the smaller volume. The larger volume is given by
4ma® 1.5
—é——Vmp: [1+cos!9(1+§sm 9)] -
Parts
(b) In spherical coordinates (z,y,2) = (rsinf cos ¢, rsinfsin ¢, cos 9)
the polar angle 6 cuts out a volume consisting of a cap for z > acosf
plus a cone for z < acosf. The sum of the volumes of the cap and
cone is given by
2T a 1 2 3
Visp + Vione = f d¢f0 rzdr/ dcost = 7;“ (1 - cosb)
0 cos
9 marks
Now

1
Vcone,= ';'B x H= 571'(1:2511129 X acosf
So

2 3 3
Veop = —T—r;—(l — cosf) — % sin? 6 cos §

which agrees with Part (a) and the larger volume follows.
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EXAMINATION SOLUTIONS 2006-07

Course ISE 2.6

Question 4 | Contour integration
Marks
(ALL SEEN)
(a) The Cauchy integral formula is given by
1 mark
1 1 f(z)dz _ [ f(e) if contour C encloses z =
omiJec z—a | 0 otherwise
(b) The inverse Fourier transform of f(w) = [w(w? + a?)] ! is given by
1 [ . . 1 o ety 1 mark
t) = _/ zuidu =y _/ T e O,
f&) 21 J—co fwe 27 J—oo w(w? + a?)
(c) As a contour integral in the complex plane, this is
1 e?tdz _
f(t)=*2:;/;,m with ¢>0 2 marks for
poles
The integrand has first order poles at z = 0 and z = =+ia. An
appropriate contour C consists of two real segments z € [—R, —]
and z € [r,R] with 0 < 7 < R and R > a, plus the following two
semicircles, 6 marks for
Parts _ _ contour
Cr: z=Re® and0<0<7, C.: 2 =re? and <0< 2r (1'1.“‘.\'-«)!"-\3
sketched below: Sk“'ﬁl\)

~ R
This contour C is chosen so that:

(1) the required integral along real axis emerges as 7 — 0 and R — oo;
(2) the poles at z = 0 and z = +a are enclosed; and

(3) the integral along the contour Cr vanishes in the limit R — co by

the ML Theorem.
Alternatively, one may choose C: z=re", 7 >8> 0.
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EXAMINATION SOLUTIONS 2006-07

Course ISE 2.6

Question 4 | Contour integration (continued)
Marks
(ALL SEEN)
(d) The pole at z = —ia is not enclosed by C, so it does not contribute.
The residues of T;;%g} at the poles z = 0 and z = ia evaluate the
Cauchy integral as
S g 1 e—at
2w X f i = I X { — —
73 X {Sum of residues} = 273 {a2 53 }
(e) This integral is equal to the sum of its components 3 marks
m (2 _ e-—a.t) _ /-‘" e“tdr i /R et dy
a? -r z(z%2+a?) Jr z(2?+a?)
/ e?tdz i [ e?tdz
c, z2(22 + a?) cr 2(2% + a?)
lim r —+6 is mi/a® vanishes as R — oo
] ) ) 2 marks
Closed in the upper half plane, the magnitude of the integral along Cr
falls (exponentially) faster than its length grows. Hence, by the ML
theorem, this integral vanishes in the limit B — oo for ¢ > 0.
Parts 5 y e
In the limit 7 — 0 the integral along C.. is given by
on ort(icosf—sinf) d0 2 1 -
h'm/ i =/ P L
r—=0Jr  (r?e® + a?) - a3 a2 2 marks
Thus,
T at\ [P €%dx T
35(2—6 )—/_mm%—? 2 marks
(f) and the inverse Fourier transform we seek is
1 mark

£(2) L fw _ew_tir_ : (1 — e_at)

o) z(a®+a?) 24

fort > 0.

Setter's inj ials Checker's initials
e/ 2‘&\ =)

Page number

X




EXAMINATION QUESTIONS/SOLUTIONS 2006-07

fapee
Sec B
Question
Marks &
seen/unseen
Parts .
5. | (i) part seen

P(X = :I:) = / )\8“'\2 = [—eanjl: = 1 —_ e—‘-l.’;’ — 1 — e_o‘lz'
0

(id)

P(excellent) = P(X < 10) = 1 — e™"*!% = 0.6321,

P(good) = P(10 < X < 30) = P(X < 30) — P(X < 10)
= 1 = 6—0.1)(30 o (1 o e—ﬂ.leG) — 0-3181,

P(weak) = P(X >30) = 1 — P(X < 30) = ¢™*% = 0.0498.

(iii) Let S = event that the file is successfully downloaded.

P(S) = P(S | excellent)P(excellent) + P(S | good)P(good)
+P(S | weak)P(weak)
= 1.0 x 0.6321 4+ 0.9 x 0.3181 + 0.1 x 0.0498 = 0.9234.
(iv)
P(S | excellent)P (excellent)
P(S)
1.0 x 0.6321

(v) Let Y be the number of successfully downloaded files out of n
attempts. Then Y ~ Bin(n,0.9234) and P(Y = n) = (0.9234)".

P(excellent | §) =

P(Y =n) = (0.9234)" > 0.5 = nlog(0.9234) < log(0.5)
=>n < log(0.5)/10og(0.9234) = 8.6977

The maximum number of files is 8.

(vi) Let F = event that the first unsuccessful download occurs at the
nth download

P(F) = P((n— 1)successful) x P(nth unsuccessful)
(0.9234)""1(1 — 0.9234) = (0.9234)"0.0766.

3

(=] [=]

[=] []

[»]

nSeLin
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EXAMINATION QUESTIONS/SOLUTIONS 2006-07

Course

ISE
Sec B

Question

Marks &
seen/unseen

Parts

(i) Let ua and pp be the mean lifetime of components of types A and
B respectively.
The 95% CI for p4 is

(Za 1.9604//n) = (26 + 1.96/2) = (25.02,26.98).
The 95% CI for up is

(z5 +1.9605/v/n) = (30 1.96 x 3/4) = (28.53,31.47).
(ii) Reliability:

-5 - el (55))/0-+(59)
o"'¢((t —u)/o)
1-&((t-p)/o)

(iii)
24 - 26

2
24 - 30

Ra(24)=1- ( ) —1—®(—1) = (1) = 0.841.

Rp(24) =1- 8 ( ) —1-5(—2) = 8(2) = 0.977.

(iv) Potentially gives negative lifetimes!

(v) Let N = event that the network is functioning after 24 hours, A
and Bi, B, B3, By be the events that individual components are
functioning after 24 hours, and Ry(24) = the reliability of the
network at t = 24 hours:

N = AN((BiNBy)U(BsN By))
= Ry(24) = Ra(24) (R3(24) + R3(24) — R§(24))

= 0.841 [2 x 0.977% — 0.9774)
= (.839.

pm—‘cjw\

¥

]

[e2] [e]
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