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SYNTHESIS OF DIGITAL ARCHITECTURES

Notation

The following notation is used in this exam paper.

e Z: the set of integers.
e IR: the set of reals.

o SF=8xSx.. xS, for k>0 and integer and S a set.
S e

k repetitions
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The Questions

L. a) Define the term °slicing floorplan’, and provide one graphical example each of
a slicing and a non-slicing floorplan. [4]

b) Define the term ‘skewed slicing tree’, and explain why a skewed slicing tree is

a more appropriate representation of a floorplan than a generic slicing tree. [ 3 ]

c) Construct a skewed slicing tree representation, and its equivalent Polish expres-

sion, for the floorplan given in Fig. 1.1. [3]

d) By applying suitable annealing moves to the floorplan in Fig. 1.1, derive a floor-
plan with minimized area. Fully document each annealing move made. [ 7]

e) Integer Linear Programming is sometimes used for floorplan optimization. If
the objective is to minimize floorplan area, and the chip aspect ratio is not fixed,
explain why the area metric is problematic for the ILP methodology, and briefly
describe a method to circumvent this problem within the framework of ILP.[ 3 ]

1 45 EHH | ENE
B 20 | 40

Figure 1.1 A floorplan
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The one variant of the word-length optimization problem can be cast as an optimization
problem in the form of (2.1), where x € Z" is a vector of integer word-lengths, f: Z" —
R models the area of the implementation, g : Z* — R* is a function with g;(x) < 0
iff the arithmetic error at output i meets a user-constraint, and vector inequalities are
considered to be satisfied iff they are satisfied component-wise.

min: f(x)
subject to:  g(x) <0
250 (2.1)
x integer
a) For circuits consisting only of registers, adders, and constant-coefficient mul-
tipliers, the area of each resource is proportional to its input word-length. Use
this information to give a formula for f(x) in vector notation. [2]
b) One error metric has the form given in (2.2). Briefly explain why this formula- -
tion is unsuitable for ILP solvers. [ 5]
n
gi(x) = 3 ¢;;27 = by 22)
j=1
c) If we know an upper bound £; for each word-length x;, we may introduce binary

variables yj, for 1 < n < £; with the interpretation that yj, = 1 iff the word-
length of variable j is w bits. Write a linear constraint that expresses x; in terms

of the variables {yu }. [3]
d) Re-write (2.2) as a linear constraint in terms of {y; }. and hence complete a
formulation suitable for ILP solvers. [5]
e) Comment on the algorithmic complexity of tackling the word-length optimiza-
tion problem using your formulation. [5]
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3. The discrete function approximation problem is to produce a real polynomial g(x) =

cofo(x) +c101(X) + ... +cn®n(x), of order n, such that it is close to a given real function

5: (x) over the range x € {0,1,2,...,2F — 1}. Here ¢;(x) is a polynomial of order i. We

shall say that f(x) is close to g(x) when || f — g || is minimized, where || - || denotes a
suitable norm.

This question concerns the use of function approximation under two possible norms, the
quadratic norm shown in (3.1), and the minimax norm shown in (3.2). One definition

the inner product of such functions as in (3.3).

a)

c)

d)

2%_1
IR ll= Y #*(x) 3.0)
x=0
L e S (3.2)
2k_1
&= 20 flx)g(x)dx 3.3)

Under the quadratic norm, derive an expression for ¢;, the coefficient of ¢;(x),

in terms of the inner product between f(x) and ¢;(x), stating any condition on
the set of polynomials {¢;(x)} you have used. You do not need to provide the

coefficients of the polynomials. [6]

Show that under the minimax norm, the problem is equivalent to a linear pro-
gram, explicitly stating the objective function, constraints, and variables in this

case. [6]

An alternative to function evaluation through polynomial approximation is to
use a direct ROM lookup. If the datapath is k bits wide throughout, write an
expression for the area and the delay of the ROM lookup. [4]

A k-bit multiplier and adder together consume the same area as 10k*> ROM
storage bits. The delay through a multiplier/adder serial combination scales
proportionally to k, and when k = 1 is equal to half the delay through the equiv-
alent ROM. Use this information to derive a relationship between & and » under
which a Horner’s scheme approach is (i) more area efficient, (ii) faster, than the
ROM alternative. [4]

Synthesis of Digital Architectures



4, This question relates to the code containing loop-carried dependencies shown Fig. 4.1.
Read and writes are considered to take zero time, whereas multiplication is considered
to take unit time.

a)

b)

d)

€)

g)

With reference to Fig. 4.1, briefly explain the term ‘loop carried dependency’.

Draw a delay-weighted DFG for the while-loop in Fig. 4.1.

[3]
By applying suitable retiming transformations, produce another delay-weighted
DFG for which the clock period is minimal. Clearly explain each step of your
working.

[4]

The ILP formulation discussed for the retiming process is reproduced in (4.1).
For the original DFG and for its re-timed version, state the minimal values of s,
for all nodes v in the delay-weighted DFG which satisfy the constraints of the

formulation.

[4]

Explain the physical meaning of the constraint w,(u,v) > 0.

(1]
Explain the purpose of the constant N in (4.1).

(2]

Describe qualitatively the expected change in the objective function seen as N
varies over the range of (—ee,0], explaining your answer.

[4]

Synthesis of Digital Architectures

5/8



for i =0to 5 {

}

alil := 0;
b[i] := 0;
cli] := 0;
dlil] := 0;
el[i] := 0;

while( true ) {

}

read a[0];

d[o] := c[4]*al5];
write d[0];

e[0] := 2xd[0];
b[0] := a[2]*e[0];
c[0] := 5%b[0];

for i = 4 downto 0 {
ali+1] := a[il;

bli+1] := b[i];
c[i+1] := c¢[i];
dli+1] := d[i];
eli+1] := e[i];

}

Figure 4.1 Code containing loop-carried dependencies

min: L
subject to:

Synthesis of Digital Architectures

8y > d(u) +x,,N, for all (u,v) €E

Xy < we(u,v), for all (u,v) €E

sy+d(v) <L, forallv eV @.1)
wr(u,v) = w(u,v) +r(v) —r(u), for all (u,v) €E

w(u,v) >0, forall (u,v) €E

Xuy € {0,1}, forall (u,v) €E



3. A new module selection heuristic has been proposed for the resource type set R =
{+,—,>,ALU}, where an ALU can perform one addition, subtraction or comparison
every two clock cycles. By contrast an-addition, subtraction or comparison resource, +,
—, and >, respectively, each has a latency of one cycle.

The type set of each operation can be described as: 7'(+) = {+,ALU}.

T(>) = {>,ALU}, T(-) = {—,ALU}. |

The module selection process can be summarized as follows. Initially, we assume that
no operations are implemented in ALUs. Under this assumption, we calculate the crit-
ical path of the circuit. An arbitrary non-critical node is selected and an ALU module
is selected for its implementation. We then iteratively repeat the calculation of critical
path and selection of a non-critical node, until there are no non-critical nodes.

This question concerns the application of the above heuristic to the code shown in
Fig. 5.1, which is required to execute in minimum Jatency.

a) Given that no ALU resources are to be used, perform a latency-constrained
list-scheduling and minimal resource binding, and complete datapath design
(without register sharing) for this code. [6]

b) Use the module selection heuristic above to obtain an alternative datapath de-
sign, also using latency-constrained list scheduling and minimal resource bind-
ing. [6]

c) Assuming resource types +, — and > each consume unit silicon area, whereas

ALUs consume silicon-area k, and assuming that the circuit is resource domi-
nated, under what range of & is the design containing ALUs smaller? [2]

d) If the circuit is not resource dominated due to multiplexer overheads, and k =
1.5, under what range of area for multiplexers is the design containing ALUs
smaller? [2]

e) By constructing example code, prove that the proposed algorithm does not al-

ways achieve the module selection corresponding to the optimal area solution
if k> 1 (assuming latency-constrained list scheduling for minimum latency,
optimum binding, and resource domination). [4]
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begin

a:=x+y
b:=a+a
cC:=X-Yy
d :==b>y
e :=b + 2
f :=e+b

end

Figure 5.1 Some code containing addition, subtraction and comparison operations
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