E4.27

IMPERIAL COLLEGE LONDON / c2.2
. ISE4.41
DEPARTMENT OF ELECTRICAL AND ELECTRONIC ENGINEERING
EXAMINATIONS 2007
MSc and EEE/ISE PART IV: MEng and ACGI
SYSTEM IDENTIFICATION
Corrected Copy

Tuesday, 8 May 10:00 am

Time allowed: 3:00 hours

There are FIVE questions on this paper.

Answer THREE questions.

All questions carry equal marks

Any special instructions for invigilators and information for
candidates are on page 1.

Examiners responsible First Marker(s) : G. Weiss
Second Marker(s) : S. Evangelou

© University of London 2007



Special information for invigilators: none

Information for candidates:

C(7) = E[(u(t) — w)(u(t +7) — p)]
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Cov(X,Y) = E[(X — px)(Y — py)]
E(X-Y)=E(X)-E(Y) + Cov(X,Y)
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(v = #*] = (2) = ;5

['u;c = %k,ok] = U(z) = FZ—ET

Y +01Yk—1- -+ OnYk—n = boUg +b1Ug_1 ...+ Bpug_q

+ €k +CLEE .1 ot Cnlhn
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1.

E4.27, C2.3

Consider the system with input » and output y modeled by the ARMAX
difference equation

Yk +a1Yk—1 + a2yk—2 = brug_3 +ex — 0.5ex_1,

where a1,ag,b; are unknown real numbers. The signal e is white noise with
unknown variance and such that E(e;) = 0.

(a)
(b)

(d)

()

Write the formula for the transfer function H from e to y. For which
values of a is it possible that H is stable? [3]
Assuming that H is stable and u = 0, give explicit formulas for E(y)
(the expectation of y) and for E(y2) (the power of y) in terms of the
impulse response of H, denoted h = (hg, h1, h2,...), and in terms of
the noise variance o2 = E(e2). 5]
Introduce new input and output variables uf" and y¥ such that (i) u¥
and y can be computed from u and , (ii) v and y can be computed
from u¥ and y¥, (iii) the relation between u¥, y¥ and e is described
by an ARX difference equation with the same unknown parameters
a1, az and b;. Write down this ARX equation. [4]
Describe a least squares based method to estimate a1, as and b1
from measurements of uy and y; for £ < 200. Give a formula for
an unbiased estimate of Var(e;). Hint: use the variables uf" and y¥
introduced in part (c). [4]
Assume that a1, az and b; have been estimated with great accuracy.
Give a formula for an unbiased prediction of y;, denoted 7, if the
values yx_1, Yx—2, Yk—3, - - - and ug, ug_1, Ux_9, ... are known. [4]



2. Consider the feedback system shown in the figure below, where a continuous-
time plant with transfer function P is controlled by a discrete-time controller
with known clock period h > 0 and transfer function C. Here, r is a variable
reference signal and d is a constant disturbance signal. The signals r, p and
y are discrete-time, while d, u and w are continuous-time. As usual, the
D/A converter is a zero order hold of period h, while the A/D converter is a
sampler of period h. We have '

K
1+Ts’ :
The coefficients of C are known, while K, T and d are unknown and should be
estimated. The true transfer function of the plant may be more complicated,
but we would like to model it by the simple function given above. The whole
feedback system is stable.

d
— C |8 %—ni:»rPﬂ-[A/D»—]

. +09z"9.

P(s) = C(z) =cp+crz~l + ez

+ U J

(a) Assuming that P is given by the simple formula above, compute
(exactly) the tranfer function P? of the discretized plant from p to y.
For which values of K and T is P? stable? [4]

(b) Suppose that the values 7, y; are available for 1 < k < 2000. By
defining new variables if necessary, find a model of the system of form
Yk = @0+ e, where y. and ¢y are known, @ is the vector of unknown
parameters and e, are the equation errors. 4]

(c) Describe a least squares based method for estimating K, T and d
from the measurements of r; and vz, 1 < k < 2000, using the model
derived in part (b). 4]

(d) We denote by 6 the least squares estimate of 6 for the model derived
in part (b). Which of the three reference signals listed below will lead
to the smallest covariance matrix Cov § (as measured by its norm)?
Which will lead to the smallest value for Var e k, the estimated variance
of e.? Give a brief reasoning.

(i) re =1, (ii) 7, = cos 0.2k,
(iii) 7, = white noise with E(rg) = 0, Varr; = 1. 4]

() If K and T have been found, how can we approximate the transfer
function from p to y by a FIR transfer function of order 107 4]
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E4.27, C2.3

3. Suppose that u = (ug) is a stationary and ergodic Gaussian random signal
in discrete time (k € Z). An LTI system with transfer function G has u as
its input signal and y = (i) as its output signal. We model G by

b
z+a’

G(z) =

where the parameters a € (0,1) and b are unknown.

A company (your employer) requires you to produce formulas which give
good predictions of up, and y, based on the measurements of u; and yj, for
k=n-1,n-2,...n—=50. The company supplies you with the measurements
of ug and y; for k = 1,2,...5,000, and you must design your prediction
formulas using these data.

(a) Denote by C“* the auto-correlation function of u. Explain how to

estimate py = F(ug) and C}* for j = 0,1,...50. [3]

(b) Explain how to estimate the coefficients of a stable auto-regressive

filter of order m, with transfer function denoted by Z, such that u
can be regarded as the output function of this filter, when the input
function of the filter is white noise e = (e;). Explain how to estimate
pie = E(et,) and 02 = Var(ey,) after = has been identified. [5]
(c) Explain how to obtain the formula for the prediction of u,, denoted
by %n, using the results you obtained in part (b). Assuming that you
have identified Z, pe and 02 with very high accuracy, give an estimate

for the variance of the prediction error u, — %y. [5]
(d)  Outline a least squares based method to estimate a and b. Do not
give any proofs. [3]

(e) Explain how to obtain the formula for the prediction of y,, denoted
by ¥n, using the results you obtained in the earlier parts. Give an
estimate for the variance of the prediction error y, — 7n.

Hint: do not rush your answer, think carefully which data are available
for predicting yp. [4]
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In the model circuit shown below, R = 1k while Ci, Cp and the gain k
of the differential amplifier are unknown positive quantities. No current is
flowing to the inputs of the amplifier. We can choose the waveform of v and
we can measure the output voltage y. The true circuit is more complicated
than the model circuit shown, and hence we cannot expect a perfect match
between its response and the response of the model, but we would like to get
a close match in a certain frequency range.

(a)

ul g !
C4 +— y
- o }_E C, _E'_-k
R
| I

Choose state variables and construct a state space representation of
the model circuit, of the form & = Az + Bu, y = Cz + Du, where z
is the state and A, B, C and D are matrices. Is this (model) system
stable? [6]

Compute the transfer function G of the model circuit (from u to y),
in terms of R, C; and Cy. Evaluate the gain of G for very low and for
very high frequencies (i.e., for w — 0 and for w — 00). [6]

Suppose that by measurements that use sinusoidal u, we have ob-
tained estimates for G at 50 angular frequencies wy, ...wsq, in the
frequency range of interest. Using these data, how could we estimate
C1, C2 and k using a least squares based algorithm? Write down the
formulas which give the estimated Cy, Cs and k, taking care to de-
fine all the symbols that you use. Take care to make sure that the
estimates for C1, Co and k are real. [8]
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Assume that v is a stationary ergodic random signal with the expectation
E(v(t)) = 3 and the auto-correlation function

C‘U‘U(T) — e-lOOlrl_

The signal v is sampled with a sampling period h = 10~4, and the resulting
discrete-time signal uj, = v(hk) is applied to an unknown stable discrete-time
LTI system X with the (unknown) transfer function G. The output signal of
3., denoted by y, is corrupted by measurement noise e, such that in terms of
Z-transforms

7 =Gi+e.

The measurement noise e is white noise with E(e;) = 0, independent of v.
The measurements u;, and yj, are available for k = 1,2,...5,000.

(a)

(b)
(c)

Are u and y jointly stationary? Explain very briefly what this concept
means. Are u and y jointly ergodic? Again, explain very briefly what

this means. [3]
Compute the power and the power spectral density of the discrete
time signal u. 3]

Describe a method for estimating E(y), Var(yz) and C7¥ (the
cross-correlation function of u and y), using the available measure-
ments ux and y,. For what values of 7 can we obtain reasonable
estimates of CrY7? 3]
Assume that the system X is sufficiently stable so that its impulse re-
sponse (gy) is negligible for k > 50. Describe a method for estimating
the first 50 terms go, g1, .. .949 from the results of part (c). [4]
What is the meaning of a random signal being “persistent of order
m”? What is the significance of this concept in the context of part
(d) above? Is u persistent of order 507 Give a brief reasoning. Hint:
use your result from part (b). [3]
Compute Var(yy) in terms of the impulse response (gz), the cross-
correlation function C*¥ and the noise power Var(ex) (the latter is
not known). Hence, give a formula for estimating Var(e;) in terms of
quantities estimated earlier. : [4]

[END ]
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Question 1. 3) He@) = ‘°i"" =

+o,Z + 6%

2°-052 _ _z(z- os)
2*+0,2 + Oy (2-2,) (=- 7\,_)

lf H s Sll.aLLe) then [?‘4‘4 i, D‘zl< 1) hence ]Q2-|<i~
(b) E(y)= H)E(e)=0. E(y}) = [3]
= E((h €k+hq€k 4+l1, €, t.. )(h ek+Ldek—l+LZek—2+"‘))

=E(h e + byl +hy e, +.. +J%“e°k k-?)

= h, E(e) + hiE(e2,)+ b2 E(ck-n:..
(@) + T kb, Egje,) O

J#ﬂ \__W_J

Thes ©)
E(yr) = o2 (h+ h>+ k2 +...).
The same resufl could be oblaned ?\,m C”"‘

= "L*LI*C ) MSmg, C —O' S ancl C.omr)u":mg,
E(gk )-— ;A (0) (Here) = A’-—k ) [5]

C) &F(z)= h " o(=
() s I— pSz" ied g(z)_d—-o.E.z'JU()’

Sy -

a,=MA,.

—_—
—




A F
L.e., U and gF ore 'H\e So'w’-t‘an.s Q‘E

J F F
u, —0. . - P

o th Lni%iaﬁ ondsi bions zers : “E = gF: 0 (H\e
0

ingluence e'f the initial condikons s anyway nea’?i?l:te.

fa\ farge k). Then the ARX e?;mrt‘oo\ is

yi+ %Yy *023::2 = byul 4 B [4]
(d) a
Ik = [- yil ku-z “l’:—f][zl] T gy
i 7 L™
n—r!
"9, ] 1 6
— | T # -L
| : ) CP :(q)*qb) d)*, PyF o
L 200 A 1w op - |91
@s:d estimate af__@/e - qD y ’ y i y;z
e R 3F¢;o
Var (ek) = 1 ” yF— @@ “Z Lm;s: J
197 zoo—3=451)

EEFE) e
) y (I-9P*) s [u]

197

(e) Ac:orcling to the ohe s‘l:ep ahead Prezl:c.thn
51rmuLa .Sa:al‘t‘L SBStQW\S cl.eSLr‘ELea\ Lij an AR MAX equ-
ioh, AR hav nolin U, =
ation, e, denot 9 Y = E('Sklgk-ngk-zr")

ﬂf\a GlSSu.miv\(j {L\d{t 'l:he Enput 5£anqﬂ w is kﬂOWn,
= _ F
Ik = (C4"'°“4) Jk-1 +(C2—a2)'9i-z 7 Lo”*r: ¥ L,, u:_‘ .

Here u: and 3f are the signaﬂs introduced in our
answer to Part (C-), C/)'-"'O-S, bo=oa c2_=O. [L']

.._2_



@uesﬂl.i,on. 2(3) A state Space reslization o_g

P is i=-%_—x+;—_:_-u, w=Kx . Tlm:s) {o%eﬂ\er

with the A/D and D/A blocks, gives the exact
discrebization oS- the p(owd', described Bj

= T o e Ay e d)

= M7 x, + (1- e_h/T)(PU'd), Y. =Kz,
which has the transfer fumﬁ'm-
-
P"(a): K(z = e"L/T) (J—e,_k/-r).

Denckng  a=€*T and b=K(1—eh/T),
oblain Pd(z)z L/(z—a,). This is stable fbr‘ ]a.l<.1,
e, Sor oll T>0 and all KeR. [4]

(b) Since C is known and stable, we can compufe

Pr = co('l“yk) i C‘(r_t-yh_,).., + Cq ('1..3—31-9)-

The _Fv:rsf nine Vebq‘:.es' P4,._.I>3 may be af}ukal Ej

‘H;e, (unknown) iniJ-x'O.ﬂ sf;a'fe o} ‘tke_ Canl-roucr’ a}la_
wards the ini‘-{aﬂ shhk hes ho inPluence . Oince we

have 2000 measqre.me,nf-s, the e}far.’l: o} the incleal
sw f the Con{'beer‘ 'Uvea bﬁ quﬂ. From yk_agk-i

=‘°(Pk—l+d)+ e, Wwe 9?.13, with 97=[a, b LJJ,
ykz['ﬂk-l P-4 iJG"'ek’ [H]
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(c) Dencting %= [y Pt 4] and

o=t | ¢-@role,

the vector 6 which minimizes len®= 13411
A
tleafot lep)” & given by 9=~¢’*g, where

A

'3=[34 32 e e 32000]1-' 9 'S an “V‘LiQSeJ esti~
mate 4 6, if E(e,)=0. (4]
(d) The Awl«d:e notse r will lead 1, the swallest
Cov 6, because it subjects the plaat to a
wide range Gf E’WC—C&‘. The rossiLi&'LCcs (3]
C\'W\ (i-i-) teS‘t the fjsEM ot one Wﬂfﬂ ou@.
(we_ remark thot (i) will work bellw Hhan (i), ie.,
wll Jead to  swmaller Cova, becouse o Stausetdal
Sl‘anof- [AAS I)oﬂ\ aumrL'l'u.Jﬁ. o.vwl plva.se [n?g\ua.l-fon,
while o constank  has Ohg an a.mr.ﬂil-u.cl-e, Moreover)
Sor canslaw}' I"’, we Cnmnot Jushnamsk Lg_,-u_rae,\_ ‘I:ka

offet o roand the effect f d). For Vare,
the r,;ciu.re s very different : we expect i 1o
[Je Smnﬂe.st f»t Constant I’L . 'thul) %\ conslnnf
f,, Since the whole géec“:dwlr. stEm is shble,
all sgmfa will converge to conslaub . Thew the
ec},uoﬁon %’*%6*% can be SoJ'l’Sf“&J with a

swiable choice 706 such that F'h“j"‘“% e‘kzo‘[l"]

(e)
P =

Pd(z)% bz' + |:>o.:r.-2+ba"2:3 . + ba’ :z.-m,

where g = e'l'/T, B:K(A-—e.-h/-r), ___/_1____ [L']

— = z"‘(1+a,£' +a*z? + )
) — oz’ >



@ uestion 3 The block &iagmm Corresr,omh‘né

‘to H\e. Pra‘:l-e.m S'l'a'te.ment amo\ paint (L)

(é) Since u s e — :
e-r%odic, we can i " "“"t"" G '————D-g
e.s‘l:im.a.te. e.xpec‘l'.a—-

‘l:ions bj {Ime avee :
ages ! _
A AN\ N-

N
i iz u Cuu - 4_ &V ~S
Mu = N Yy i TR L Yy
k=4 3 k=" )
P VAN
W,"e"e uk = “k _/Au_ . .ﬂu‘s 44)1'.22 war‘t "CASonaLB
Wﬁ% Scnce J = 50, which s much less than N-‘-‘5JOOD.

[3]

A
(b) We l"erﬂ'ESent w as u = Eé\) w,\e.re_ e:(ek)

is white notse and ~d _ -1 -2
{ E (z)-i+g4z +32z +..o,

— " s stable (LL& 3), so thal 9 —> 0. We

have . - - -
ku iy

Co C4 CZ. - 94 Cuq

Ci Co Ciq... ’ 32_

4 L " =
Wlmdn is an inf,;M'f'p_ se nce ‘ons  ¢(n
Eae‘w{% Maﬁ unlcnowwswg‘,gj, "e:?djaLHmuer) l}
we assume that Sk is negﬂigi‘a(e 5‘,,— k> m
we can funcate thic to a Linear sjs]ém
af m e?ua-ﬂ‘ons wiHo m wn"-nowns 94,... 9m'-”\°
Coeﬁeca'e-nt5 C:“ Can be e.s‘-;‘mate,cl> See Part (3)
If w is persistent of order m, then we cam
SOLVC Sp’\ gqa'"gm‘ Thes ves us an owle -
req ressive rc,o.fizwl-fonstf the estimated = .

aad



We have E(W=Z()E() Sime =(0=
=(4+34+92'“+3'm)1‘1¢15 been estimated and

also E(w) =/’(u CSee r)art (a)), We can now
estimate /J‘,_=E(e). To eskmate Var(e), we use
the Wiener -Lee S:ormu.?a _for y=0 (e.':v.-_—_{) :

Suu — 3 4) 2 _ee
(1) =]=( 1-25 (1)

T G Vol
J-..-.-no

i S - Lo
We estimate S ('\) = Z C;t (r‘e_c.afﬁ that
y=-m+i
C'=C;") ard from hew we obbin an
eS{'Cmate 5“' var (3)3
TN

m-1 A\
Var (e) = (44—34“32.-. +gm):z. C;"‘.
J‘=-'m+1

- =
(C) We have (s—rom Eda =t []
Un=- 34 Y-t T2 “n—z e 3mun—m +€n . (*>

W, is the condikonal expectation of-u,, 3

given the measurements Uy gy Upn s ...

lf we fa’ne C.oanLbnG«Q e.&{\e.cTaL'ons ojboi‘h
sfcl@ QL ('}E-), we oblin

G‘n =117 U e T Y +@

Com aring thes with (3%), we S that the
pru{:cfion error (5 €n"‘ er ’He-ﬂce)ef"\e. Variance
gr the predickon error " is Var (e) (whech  has
Le,en gsic'Mateal (n r)ar‘t (L)) -—6-_ [5]




(o’.) We vae G(Z.): bz’ — > I'IEnce

|+ aZ
Y tay, = b“k-z , Which we wrile o

IS R

e~

P g
where Ek is  the moo\-ea'ng error and B s

H’le ve.c.t-:r af u.nknown pa.rame.fe.rs. lnhochu'ng

b- m O = ()P,

the estimate whach Mminimizes 542+E§ N -l-&?ﬁ

is 6 = (b#g p where Y =[34 Ya oo yN]T,
(e) From [3]

y‘n = _agn—i ‘-"“n__i + En 9

ta"":"g CD&AA:‘E:'OMLQ IEKPE.C.L»L'OﬂS y We 3&t

Yo ==-ay, +buu_1 .
Note thot this has noﬂu‘ng to de wth €,
ond anth pre.a[iofc'ng Up because e an‘ej
need “n—i‘ _”’Le, pf't.au‘c;tt,‘on error ¢s &y 4

and an es/fs'm\aufe 50r Var (E) (s

Y | D a2
Var (&) of =] "y-_(pe" ,
as we know 5:rom the least Squares ‘H’leog.

[4]
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Ques‘tion Ll.(a) We  denote BJ z the

Vouinge on 'H'\e c::quc_i:JEor CZ (gr‘om ‘l:oP to
LOHOW\D, Seo H\.ai yz ICZ- We deno{‘e l:j

vV the VoEfaae on the capar_ifor Ci (}mm

e to right ). Then the cur -
i s e currents th wgh

. U=v u—z-—V
C4V— +~ B P
C & B2V

2 R

ﬂe' state vector should be x:[:].
“Then

2 I S }
a1V =] R RSt Y| & RS
dt | z _ 4 -4 ||z 4 “

RC2 RC2 | RC, |
— - ~ I

X A X B
Vv
y = EO k]. z + [O] w
- > J \ ,

C D

We, ‘\a\/e ale,'li A-—"— 2 — ;

R*CiCa R*C,C,
- }

Tl
R*c,C,

>0, Since tracce A< O and det A>0,
A s stable. [¢]



(l)) _”ne c‘\a\facfcrESf:Ic Pabhoﬂu‘aﬁ ﬂf A (s
fO(S) = o\et (S.’_—A) = Sz-('tr‘ac,e A)S ¥ olei‘A

= 24+ 42,1 L
TR (C4 " 5T RCL,

e - ——

_Cl,] a

We  have G@E)=C (SI"A)-I B =

~ [O A N S+4/Rc;  -i/rc, 2/Re,
— ] P(s) -4/Rc, s +2/RC, A/RC,

= ¢

[ 2

_ k[ 2 || rRey
P@) RC, RCy|] 4
- i RCLJ
-
=k -y, s+y4] o ksy,
[JONE Y, pe)
wkere we hmve. usea\ H\e, no‘lia'-ion
= 2 _
| 74 RC,, ? V= EE;
Thas b
7 F__H
ky,s

Gsj=

2
> +<v1"'v2)5 + 0.3y,

0.4 a_o

We CLQGV% lr\nve,
B G(w) = fim G(w) =0. [6]

Ww—0 W ~» <0
_9__



(C) We. o\.ewno{c LJ Ge(':wk) H\e experime.nfa% deter-
mined Va.ﬂw Qf 'Hle tme. tramsﬁu CFunott'on, k=4,... 50,

wl'u‘(,t'! are 5ql;d‘ect 'L‘o measurememt errors. WC ‘\a\f&

L‘li""k = [(E“’k)z"' a&(ﬁwk)+ao]6e(iwk) +e
where ek s due to the Coml;ine,cl eﬁfiuf af H\e

measuremenf and maol.eef.ng errors. We mwﬁ.& thes «

wf‘ Ge(-f.wk) = [fo.)k Ge(iwk) Ge(ccdk) - .:wJ 0+ e,
L_——\(—’ L v— =)
Ik P
W]’lel‘e eT = [a'l\ a’o bA ] are 'H'le un Lnown PQFA"
mel:ers, Wk\ﬂé yk Mel (_Fk ovre Lnawn 5 Deno ‘,Z'Cng

3* 0% e
AR HIE R |
g50 Pso €50

we. oLLw:n 'Hw. usual eci,uqxcon j = (b @+e, Howue.r)
q) and y are Comp'&.& 3 wluee we are Sedrckiﬂa ‘ﬁé“l
ﬂw. onfma.Q rea.ﬂ, 9 . —”Mw awe AQCoM{?OSe. cn £0 {,he

2 x50 e.?y.aJ-l‘ons _ Rey,:-_(ge CP)G + Ree
Im y = (Im®)6 + Ime

. ~ |Re il Re ~ Re e
A
arrive of the real e?uation g =$9 +¢. Naw we
Con fAnA Hte op\':ima.o. (re.aﬂ) e b_‘j the f&ast sc?uares
dporithm © A _ X4 by "

¢ 0= CD Yo where q)#_(&*'v) c$*
From 0'4,%,"4 we can m q) '

V,,¥, and k, and hence alse C,,C,. _40__[8]




QL{QS{EOI’L 5 _ﬂ\e Ll.oc.k &agmm c.or‘responalina
to the rxr‘v“em statement :

e! e =white
v u w + noise
A/D G ¥ ’-y fﬂdgren:

dent of v

(a) blk= qr(h,k) (s sl‘.at:‘anarj and ergon;, A

w

tina[e.penden‘t ef V, it is alse leefueudenf of
o] (which s generated from ). lenen, |
(s S'Latfov\arj a.rw( ergadic., Sta{gp“ar;l;j 05_
x:[;] (s called foint stationarcty of u,y*)
means ‘H\at ‘HLe alisfrc‘foufaon }uncj-z'ons csf

x i
ey xmq +7
x,mz an J— x

[u] Ls 5tationa9 ami ergoJic ¥ Sc‘nce. e s

xmn_J _xmn_'_r-

are M) ‘ﬁy" ang nelN, m,,,...mﬂeZ and e 7.
Ergodicily of [;] (also called “fint erge-
OL'CJ‘I-J “) means  thal for any measurable

fu.v\ctfon. o} several variabfes)
QRPN ERE (v S
E g )" [ Yu, aca AN d » yo »
with pro Labc‘e(tj 1 (i-e.> expec,ﬂrons are

J=-N
oarw:.p« to Enfzn&{i}ljfjf mvera.gw). [3]

Se——



(b) We "lan_ C';‘(“ - C'U'u-(hk): e-JIOOh.IkI)
where b =40”. " |1 particdar , the power

0; w s Var(u)= C:u = 1 -”'Le r;awef
Spec,f:raf. a[.ensc'{;j oj o is (59r |z]=1)

S*(z) = >, = yste

- ¢ pze
4 L -400h |k] < 100 h R
= Z 2,‘ e + Z zﬁk(e- )
==00 k=0
=sz’°k +Z z—-krk
k=4 k=0
\—f\/—*-j W
P + 1
= +
?E—F z—p
because
_ z=p +27p p +1 2=Z
B (z-—f)(z'"f’)
(z+2) -2,

lg we a\enojce z=€£v (Ye G-TC,TC]) H\en
we  oblain

Any of the last
(SJSoréuLas (S :

good answer )_ 12—




(C) We can estimate E("a{k) & C‘;'ét-_-cyu
M.St‘n.g ergoa't'ci{':y, as }:was:

N Te o e
E(y) = “,\',‘Z Je» CL =43 2. U Yhen
here = k=1 ., A k=4
v wW=U—3, Y =H(9k), N=5000 and
T<<N. Similr-l LN
tmetartys  Var (gk):: Kll- =4 (yk )2'. [3]
(Ar) We can CStl'Mate 90,34,... aqg Ej SoLVt:na’
UK Ry uwmw | [ /\“?
c'o c’4 C‘sa Jo rcf |
uy uu uy A
C1 Fo o8 o C;’B ® 94 —_— Cyu

€5 Co G | [gm] [EF
This s  becouse CTL = CEK ; Since Y=
=w+e oand e is En&penc}ent Gf w. [Ll]
(e) w is pe,rsfs'tenf qf order m i the mxm

3 Te (.L"'Z mod}ri,x Slrxown above r m=250
[] E:e‘) invertible J; 5““' (s r‘af{:na.ﬂ Omal

Suu(ei)’)>o 50'" all ve(-TC,'le) tke,n, u (S
ersistent  of any order — this (s the case
Sor our U, as can Le Seen fl’om pqrt (L),
(§) C™=§»C"*=§xC¥ | hene CJ¥=
[L,] =Z 9kc‘z = Var(fi&). Since e is (nde-
k=
()eualznt 0; Wy We have Var (g):\/ar(w)
+Var(e), hene Vor(e)= Vi ()-S5, 1"



