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NOTATION

The following notation is used throughout this paper:

R: The set of real numbers.
Z: The set of integers.
C: The set of complex numbers.

N: The set of natural numbers.
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The Questions

L

[Compulsory]
a) Give an example of a countable infinite set. [2]
b) i) ~  Draw the digraph of the relation R on the set {a,b,c}, where xRy iff x
immediately precedes y in the alphabet.
ii) State whether this R is symmetric, transitive, and/or reflexive.
iii) List the elements of R* for this R.
[10]
¢) Consider the function f : C — R given by f(x) = [x].
i) Is this function injective? Justify your answer.
ii) Is this function surjective? Justify your answer.
[5]

Let p be the proposition ‘I am in an exam’, and let g be the proposition ‘T am
not allowed to talk’. Consider the proposition ¢ — p. Is it true now? Would it
be true if you were revising in the ‘silent section’ of the library? Briefly justify
your answers. [51]

Express the proposition ‘there is an EE3 student who finds this exam easy’
in symbolic logic, given the following predicates. P(x) is the predicate ‘x is an
EE3 student’, O(x) is the predicate ‘x finds this exam easy’. You should take the
set of students studying Discrete Mathematics and Computational Complexity
as the universe of discourse. [4]

“This exam is either difficult or I didn’t revise properly. But I'm sure I revised
properly, so this exam must be difficult”. What is the name given to the rule of

inference being applied here? [3]
If f(x) and g(x) are both O(x?), use the results from the lectures to provide a
big-O expression for (i) f(x)+ g(x) and (ii) f(x)g(x). [4]
Briefly define the term ‘polynomial-time reduction’. [71]
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2. [Compulsory]

Let D be the set of all decision problems, and A(d) be the set of all algorithms that solve
a particular decision problem d € D. Let T; : A(d) x N — R be a function where T;(a,n)
is the worst-case execution time (in seconds) of algorithm « operating on an instance of
size n, for a particular machine.

a)

c)

d)

e)

g

A divide-and-conquer recursive algorithm has run-time f(n), when operating
on an instance of size n, when n is multiple of an integer » > 1. For this algo-
rithm, f(n) = af(n/b) +cn?, where a > 1, ¢ > 0 are real numbers and d > 0
is an integer. Over what range of values for a, b, ¢, and d does this algorithm’s
run time fall into the following categories. Justify your answers in each case.
Hint: Consider d =0,d = 1,d =2, and d > 3 separately.

i) 0(n)
i) 0(n?)
i) o(2") [18]

Briefly distinguish, in words, between the concepts of a polynomial-time algo-
rithm, and a problem of polynomial complexity. [2]

Use symbolic logic and big-O notation to express the predicate P(d), meaning
‘problem d is of polynomial complexity’ in terms of A(d) and Ty(a,n). [2]

Hence express in logic that there are some decision problems unsolvable in
polynomial time. Is this proposition true? Briefly justify your answer. [2]

Wirite pseudo-code for a direct recursive implementations of the functions func1 (x)

and func?2(x), which return the values of fi(x) and f>(x), respectively, defined
by the following recurrence relations.
1)

fix) = filx—=1)+2A(x—2)+ 1, with (1) = 1. (2.1)

i)
£ = A(x/3)) +2H(1x/4]) + 1, with (1) = 1. (2.2)

[2]

Contrast the asymptotic execution times of the two implementations you have
written. Hint: you may assume that the execution time of func2(x) is an
increasing function of its argument x. [10]

Consider the problems d; € D with parameter (x,k), to determine whether f;(x) >
k for (2.1)-(2.2). State whether each decision problem is of polynomial compu-
tational complexity, justifying your answers. [4]
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This question relates to a function f : A — B, where A and B are finite sets.

a)

b)

c)

d)

Let R denote the range of the function. What relationship exists between R and
B? In the case where f is a surjection, what more can be deduced about this
relationship? [2]

Prove that the cardinality of the range of f is at most the cardinality of its
domain. Hinz: you may assume the pigeonhole principle without proof. [ 10 ]

Given that f is a surjection, and that A and B are finite sets, what can be deduced
about the cardinalities of A and B? Prove this result. [3]

Prove that f has an inverse iff it is a bijection. [15]
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4. a) Let P be the proposition pA (qVr)V—=(pV (gVr)). Replacing all occurences
of (g Vv r) by (gAr) gives the proposition P* = pA (gAr)V =(pV (gAT)).

Determine whether each of the following compound propositions is a tautology,
and provide a suitable proof of your answer in each case.

i) ghr—g\Vr.
ii) P — P
iii) P*— P.

[14]

b) You ask two lecturers, G and T, for help, but they try to confuse you. G says ‘If
T is telling the truth, then so am I’. T says ‘at least one of us is lying’. Let p be
the proposition ‘G is telling the truth’. Let g be the proposition ‘T is telling the

truth’.

i) Express G’s statement using appropriate logical connectives.

i) Express T’s statement using appropriate logical connectives.

iii) By considering possibilities consistent with the truth values of p and

g, and the statements made by G and T, deduce who, if anyone, is a
liar. Fully explain your answer.

[16]
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b)

c)

d)

Define what is meant by the statements f(x) is O(g(x)), f(x) is £(g(x)), and

f(x) is ©(g(x)), using appropriate symbolic logic. [3]
Prove that f(x) = apx* +ay—1 X'+ ...+ apis ©(x*) whena; > 0for0 <i<n
and a, > 0. [9]

Derive the number of each of the following type of operation performed by a
call to the procedure proci(n) of Figure 5.1, in terms of n:

i) assignments (including for-loop initialization and incrementation as-
signments),
i) multiplication,
iii) incrementation,
iv) comparison.
[91]

Given that the above operation types are responsible for the run-time of this
code, and that each such operation takes © (1) time, derive a big-Theta expres-
sion of the form @ (n*) for the execution time of proc1. Hence derive a suitable
big-O expression for the execution time of proc2, expressing your answer in
terms of c, an integer constant. (9]

procl(n)
{
for i =1 ton {
t = 2%i
for j =1tot
alil[j] = alil[jl*2;
}
¢

proc2(n)
{
for i =11toc
proc2( floor(n/2) )
procl(n)
}

Figure 5.1 Two procedures
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