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Consider a random process Z(t) = X (t) £ Y (¢), where X (¢) and Y (t) are also

random processes. The + sign means that X (t) and Y (¢) can be either added or
subtracted.

a)

b)

Define random variables Z; and Z; by Z; = X(t;) £ Y(¢1) and Z, =
X(t;+7)£Y (t;+7). Find the autocorrelation function Rz(7) = E [Z1 23]

8]

If the two random processes Z; and Z, are statistically independent, and
zero mean, what is the resulting autocorrelation function Rz(7)? An im-
portant consequence of this result arises in the extraction of periodic signals
from rando ige. Suppose the autocorrelation function of the desired sig-
nal X(t) is = 3A%coswr. Suppose also that there is a zero-mean
random noise signal Y'(¢) that is statistically independent of the signal and
has Ry (7) = B?d-°!"l. Find the autocorrelation function of X (t) + Y (¢).

RXQT ). (4]

A radar system is transmitting a signal X (¢). The signal is then returned
from the target attenuated and delayed in time, and can be represented as
Y(t) = aX(t —T) + N(t), where a < 1, T is the time delay and N(t) is
the noise which is statistically independent of the signal. Both the signal
and noise have zero mean. Find the crosscorrelation function between the
transmitted signal X (t) and received signal Y (¢).

8]
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a) Define the likelihood function for a random signal z. State the likelihood
function for the random variable £(0) = A+ w(0), where A is the DC level,
and w ~ N (0, 0?).

[4]

b) Define the curvature of the log-likelihood function. What is the curvature
for the random process z(0) of part a)? What does the curvature give
information about?

4]
¢) Define the Cramer-Rao Lower Bound (CRLB) (scalar parameter).

8]

d) What is the minimum attainable variance for the random process z(0) of
part a)7?

[4]
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3.

a) State the equation of the second order autoregressive process AR(2).

Derive the autocorrelation function of this process.

What is the stability condition for this process (stability triangle)?
[6]

b) Consider the process z; = 0.75z,_; — 0.5z;—3 + a;, where a; is white noise.
Is the process z; stable?

(2]
For z;, state

i) the Yule-Walker equations.

ii) the spectrum.

Page 4 of 6 E3.08/ISE3.17



4.

The least mean square (LMS) algorithm for a linear finite impulse response
(FIR) adaptive filter is given by

e(k) = d(k)—y(k)
y(k) = x'(k)w(k)
w(k+1) = w(k)+ne(k)x(k)

where e(k) is the output error of the filter, d(k) is the desired signal, y(k) is the
output of the filter, x(k) is the tap input vector to the filter, w(k) is the weight
vector, 7 is the learning rate, and (-)7 denotes transposition.

a) Derive the learning rate of the normalised least mean square (NLMS) algo-
rithm by expanding the error e(k + 1) using Taylor series around e(k) and
setting e(k + 1) = 0.

[12]

b) Explain the difference between the learning rate n and the learning rate of
the NLMS nyrys = 1/ || x(k) ||2.

[4]

c) Why can we say that the NLMS algorithm minimises the so-called a poste-
riori output error?

[4]
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W SE ez )= raa

A simple nonlinear finite impulse response (FIR) adaptive filter is shown in
Figure 5.1. @ is a saturation nonlinear function. The cost function for this filter

is given by E(k) = 2e?(k). -

a) Give the reasons for the structure of Figure 5.1 also being called a dynamical
neuron.

[4]

b) Derive the weight update equation Aw (k) = —nV E(k) for the filter above.

8]

c) What is the difference between this filter and the standard adaptive FIR
filter? Why does this structure perform generally better on filtering of
nonlinear signals?

[4]

d) If the nonlinear function ® is the arctan function, explain the effect of
saturation in the output. What is the effect of saturation-type nonlinearity
on the output magnitude range?

[4]
x(k) T xED T xke2) = ] ] XEN+D)
D

o YK

Figure 5.1. A nonlinear FIR filter
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