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1. 2006
a) Explain  how a violin produces, amplifies and spectrally shapes musical sounds. 
   
With the aid of a skectch illustrate the shape of the waveforms that are setp up when a violin string is set into vibrations by the bow. 
    
Explain why its relatively difficult for a beginner to play a violin compared to playing a guitar. 
[8 marks]

b) Explain what is an octave change in the frequency of musical scales. If the note A0=27.5 Hz, what is the frequencies of A5. 

Explain how the layout of the keys on a piano constitutes a ‘place to frequency’  ‘transformation’. 

Explain the form of the distirbution of frequencies or musical notes on the keys of a piano and how this distrbution' appears to resemble the nonuniform frequency resolution of human hearing.

[6 marks]

c) What are the main differences between an electric and an acustic guitar. Explain how an electric guitar works and what are it’s creative possibilities compared to a an acousic guitar. 
  [6 marks]







2. 2006
Explain the following auditory psychoacoustic masking phenomena:

(i) Frequency masking, (ii) forward temporal masking and (iii) backward temporal masking.
[3 marks]

Explain how in an audio signal coder the masking thresholds are used to calculate the minumum number of bits requied to encode each group of frequencies transprently.

b) 

State why linear prediction models are prefered in speech coding whereas tranform coders are prefered for music coding.
[3 marks]
Explain the operation and functions of the following modules in an MP3 coder.:

i) The spectral analysis model; what are the input and output of this module.

ii) The pychoacoustic model; what iare the input and out put to this model.. 

iii) The combination of the rate-distortion module and Huffman coding.
[14 marks]





3. 2006
a) State what is meant by the absolute threashold of hearing (ATH) and skecth the general shape of the curve of ATH as a function of frequency. 

[4 marks]


Assuming that the average distance between human’s left and right ears is 15 cm claculate the maximum time delay of arriaval of sound to left and right ears. For what pupose this time delay is used by the brain?

[4 marks]

b) Explain how the air vibrations onto the ear drum is tranmitted to fluid vibrations in the choclear tubes. 
[4 marks]

c) With the aid of a skecth draw a diagram of the bailar memberance and show how a frequency to place transfrormation takes places along its length.

[4 marks]

d) Explain the function of the organ of corti of the ear. What are the functions of the hair cells and what is the function of the tectorial memberance.
[4  marks]

4. 2006
a)  State the meaning of the term correlation and explain why it plays such an important role in signal processing systems. Write an expresion for estimation of the autocorrelation function for a segment of N samples of a discrete-time signal x(m). 

What are the savings gained in decorrelating  a signal before it is transmitted. 

[6 marks]

b) Write the time-difference equation for a second order linear prediction model of a signal and derive the equations for the solution of the minimum mean squared error predictor coefficients. 

[6 marks]

c) The first three auto-correlation coefficients of a signal process are as follows

r(0) = 1.0, r(1) =  0.865, r(2) = 0.521.

(i)  Obtain the coefficients of a second order linear prediction model for the process, and express the coefficients in polar form.                                                                        

[6 Marks]

(ii)  Use the model to write an expression for the frequency response of the process and sketch the spectrum of this predictor.                                         

[2 Marks]

(iii)  Sketch a pole-zero diagram showing the position of the poles and the zeros of the predictor and its inverse.




 [6 marks]

5.
2006
a) Explain why impulse function, rectangular pulse, white noise and sine wave are the most important functions in signal and system analysis.
[3 marks]

b)

i) Explain the effects of the poles and zeros of a filter on the spectrum of the input signal.











 [3 marks]

ii) Write the equation for an all pole of a 2nd order all-pole filter in the polar form and find the values of the filter coefficients for which the filter acts as a sine wave generator (oscillator) with a frequency of 1 kHz at a sampling rate of 8 kHz.

[3 marks]
c) Explain a siml method of derivinf a high pass filter from a low ass filter.


Using the window design technique design a finite impulse response (FIR) low pass filter and use this low pass filter to divide the input signal into two equal bands. 


Explain how this filter can be used in tree-like structure to progresively divide a ignal into smaller bands. filter bank to divide a signal bandwidth of 24 kHz, sampled at a rate of 48 kHz, into two equal bandwidth subbands. 

 [12 marks]

6. 2006
a)
Explain the relation between random signals, probablity functions and information theory.

 [2 marks]

Write the entropy equation for quantification of the information conveyed by a random variable. 
For what distribution of the probability of symbol entropty attains a maximum value. 

For what distribution of the probability of symbol entropty attains a minimum value.
  [2 marks]

b) Explain how nonunifporm probability of the source symbols in a communication system can be used to effciently encode the source

An information source has five symbols with probabilities of 

p(x1)=0.3,  p(x2)=0.25,  p(x3)=0.2,  p(x4)=0.15, p(x5)=0.05 , p(x5)=0.05,

Obtain the entropy of this source.

        [4 marks]


Using a binary tree method design a Huffman code for variable length encoding of this information source and sketch the binary tree.




        [8 marks]

7.  2006
a) Explain the how the vocal folds and vocal tract shap the sectum of the iar from long during speech production. 
b) What sets of information are conveyed by the vibrations of the vocal fold (pitch) and the vibrations of the vocal tract formants).
.
c) 

b) 

 
[6 marks]

d) Explain how a model of speech production is used for a mobile phone’s CELP coders and answer the following questions:

i) What are the source of correlation in speech and how these are used in a CELP coder.

j) What are the overall input and output bit rates and hence the savings in bandwidth and power that results from speech coding?

[2 marks]

ii) Explain the method of cal;culation of the coeffiients of the linear prediction model and how oftehn ths calculation is performed. 
[3 marks]

iii) Explain the method used for estimation of periodc the excitation to the CELP coder.


[3 marks]

iv) Explain the method used for estimation of ranom part of the excitation to the CELP coder.
[5 marks]

8.   
2006
 
a) With the aid of a block diagram sketch and explain the relation between the Fourier seies, Fourier transform of continus signals, Forurier transform of a sampled signals and Discrete Fourier transform
b) Explain the use of windowing in DFT analysis and the advantage gained and the disdvanage. Na,me two popular windows.
[2 marks]



c) The input-output relationship of a discrete Fourier transform (DFT) is given by
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i) Assuming a sampling rate of Fs=20 kHz, and a DFT length of N=512, what is the frequency resolution and time resolution?

[2 marks]

ii) A DFT is required to resolve two sinewaves with frequencies of 1000 Hz and 1020 Hz. Assuming a sampling rate 10000 samples per second. claculate the required widow length.
[2 marks]
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