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Answer five out of eight questions

Ensure that your registration number is written clearly on the front cover. 

ANSWERS

Answer to Question 1

_____________________________________________________________

The ear is a transducer that converts the air pressure variations of sounds onto eardrums into electrical firings of neurons decoded by brain.  The ear is composed of three parts: 

(a) Outer ear, composed of the pinna and the ear canal allows efficient transmission of sound pressure waves from the environment to the eardrum. The eardrum is a thin, double-layered, epithelial partition between the external ear and the middle ear. It is approximately 1 cm in diameter and is composed of an outer concave layer of stratified squamous epithelium and an inner, convex layer of low columnar epithelium.
[2 Marks]
(b) Middle ear, composed mainly of a structure of three bones, transmit the sound from the eardrum to the oval window. Due to a narrowing of contact area of transmission bone structure, amplification of pressure is achieved at oval window.

[2 Marks]
(c) Inner ear composed of cochlear and inner and outer hair cells. The cochlea is a spiral structure, which resembles a snail. The cochlea is responsible for converting sounds which enter the ear canal, from mechanical vibrations into electrical signals. This transduction is performed by specialized sensory cells within the cochlea. The electrical signals, which code the sound's characteristics, are carried to the brain by the auditory nerve.
The cochlea, sketched here, is a fluid filled tube that is set into vibration through transmission of the vibrations of air pressure via the ear drum to the oval window of the cochlea. The vibrations of the fluid in cochlea affect a frequency to place transformation along the basilar memberance. The higher frequencies excite the part of cochlea near the oval window and the lower frequencies excite the parts of cochlea further away from the oval window. Hence distinct regions of the cochlea and their neural receptors respond to different frequencies.

[4 Marks ]
_____________________________________________________________

Subtotal






        [8 marks]

_____________________________________________________________

Answer to Question 1  Continiued

_________________________________________________________________________
(b)   (i)

The concept of masking, i.e. a signal drawn inaudible by a louder signal in its time/space proximity, is a familiar experience. In general a large amplitude signal that happens in time, space and frequency proximity of a smaller amplitude signal can partially or totally mask the latter. Simultaneous masking occurs when two sounds occur at the same time, such as when a conversation (the masked signal) is rendered inaudible by a passing vehicle (the masker). Backward masking occurs when the masked signal ends before the masker begins; forward masking occurs when the masked signal begins after the masker has ended. 

Masking becomes stronger as the two sounds get closer together in time and frequency. For example, simultaneous masking is stronger than either forward or backward masking because the sounds occur at the same time. 

[2 marks]

(ii)
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Temporal masking, due to the simultaneous occurrence of two signals, is a common experience; for example when a passing vehicle’s noise drowns a conversation. A signal can mask the audibility of another signal even before the masker begins (an effect know as backward masking or pre-masking) and also sometime after the masker is ended (an effect known as forward masking or post-masking).  Figure shows a sketch of the shape of temporal masking in time. Pre-masking and post-masking clearly point to delays in the processing of sounds in the auditory-brain system. Note that the backward masking is much shorter than the forward making effect. Backward masking lasts about 5 ms whereas forward masking can last up to 300 ms.

[4 marks]

_____________________________________________________________

Subtotal






        [14 marks]

_____________________________________________________________

Answer to Question 1 Continued

_________________________________________________________________________
(iii)
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        [3 marks]
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[3 marks]

_____________________________________________________________

Subtotal






        [20 marks]

_____________________________________________________________

Answer to Question 2  

_________________________________________________________________________
signal to quantisation noise ratio at the output of a 16-bits PCM quantiser

SQNR=10+16*b=106 dB

106 dB is more than the comfortable dynamic range of hearing hence quantisation noise can not be heard.

[4 marks]

(b) 

A transform coder is able to achieve a higher coding efficiency compared to a PCM coder because Fourier transform or DCT model the inter-correlations of the samples with in a frame of speech.

[2 marks]
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Draw the block diagram of an MPEG-1 layer-3 (MP3) music coder and describe the following parts of the coder:

[4 marks]
(i) a filter bank can be constructed from modulations of a basic low pass filter with a bandwidth of Fs/64. The modulating carrier for the nth band is given by cos(((/32(n-0.5))))

[2 marks]

(ii) The bandwidth of the signal at the input to DCT 

Assuming Fs =48 kHz  DCT input band width =24/32=750 Hz
          

DCT output resolution  = 750/18=41.7 Hz

 [2 marks]

_____________________________________________________________
Subtotal






        [14 marks]

Answer to Question 2 Continued

_________________________________________________________________________
(iii) Quantisation and coding is achieved through using nonlinear quantisation of DCT coefficients controlled by a masking thresholds Huffman coders and an iterative two-stage optimisation loop. A power law quantiser is used so that large values are coded with less accuracy, as higher signal energy would mask more noise. The quantised values are then coded by Hufmann coding. To adapt the coder to the local statistics of the audio signal the best Huffman coding table is selected from a number of choices.The relative proportion of smaller and larger sample values is controlled using a global gain and set of subband scalefactors. If the number of available bits is not enough to encode a block of data then the global gain can be adjusted to result in a larger quantisation step size and smaller quantised values. This is repeated with different values of quantisation step size until bit requirements is no more than the available bit resources.
Coefficients transmitted include global gain, scale factors,    quantisation step size, and Huffman encoded DCT coefficients.
[4 marks]

(iv) The cause of pre-echo distortion is appearance of an attack evet (fast changes) within a signal window. It is mitigated through use of variable length widow so that a shorter window length is used for frame that contains an attack event.

[2 marks]
_____________________________________________________________
Total






        [20 marks]

_____________________________________________________________

Answer to Question 3  

_________________________________________________________________________
(a) 

(i)
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[3 marks]

(ii)
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[3 marks]

 (b) 

z1=0.95e-j/4, z2= 0.95e+j/4 
(i)  Write the z-transfer function of this second order system 
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[2 marks]

(ii)   pole resonance frequency  2500 Hz                                                                                                                                         

[2 marks]

(iii)  [image: image28.wmf]g
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Sketch a pole-zero diagram and the frequency response of this second order linear predictor.





[2 marks]

[2 marks]

_____________________________________________________________

Subtotal






        [12 marks]

_____________________________________________________________

Answer to Question 3 Continued 

_________________________________________________________________________ 

(c) Derive the general formula for the least mean square error coeffiecients of a linear prediction model of order P.
Linear predictor coefficients are obtained by minimising the mean square prediction error as
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where Rxx =E[xxT] is the autocorrelation matrix of the input vector xT=[x(m(1), x(m(2), . . ., x(m(P)], rxx=E[x(m)x] is the autocorrelation vector and aT=[a1, a2, . . ., aP] is the predictor coefficient vector. From Equation, the gradient of the mean square prediction error with respect to the predictor coefficient vector a is given by
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The least mean square error solution, obtained by setting Equation (8.11) to zero, is given by





















From Equation  the predictor coefficient vector is given by 
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[8 marks]

_____________________________________________________________

Total
     






        [20 marks]

_____________________________________________________________

Answer to Question 4  

_________________________________________________________________________
(a) 

i.1)  Interpolation by factor of I has no effect on the perceived quality of an audio signal.

i.2)Decimation by a factor of D reduces the bandwidth by a factor of D and hence the higher frequency parts of the signal are lost and this affects the sensation of quality of signal in the sense that it reduces the perceived quality. The signal appears relatively low pass.                                [2 marks]
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Figure shows the block diagram of a re-sampling system.



ii) The system is composed of an interpolator, this inserts 159 zeros in-between every two samples taking the sampling rate up by 160 times. This is followed by a lowpass filter to replace the zeros with interpolated values. It is then decimated by a factor of 441. The cutoff frequency of the low pass filter should be /441. The final subblock is a 1 to 441 decimator.

[3 marks]
(b)

Assume the sampling frequency is 44.1 kHz. The cutoff frequency for lowpass filter is 

fc=22.50/44.1

Using the window design technique the FIR impulse response is obtained from the inverse Fourier transform as
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we obtain the FIR filter response as
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[5 Marks]

_____________________________________________________________

Subotal
     





        [10 marks]

_____________________________________________________________

Answer to Question 4  Continued

_________________________________________________________________________
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[10 Marks]

____________________________________________________________

_

Total
     






        [20 marks]

_____________________________________________________________

Answer to Question 5

_________________________________________________________________________
(a)

(i) A stationary signal is one whose statistics such as mean, power , power spectrum etc are time invariant. In contrast the statistics of a non-stationary signal vary with time.  Speech is a nonstationary process.  A sine wave with constant parameters is a stationary process.

[2 marks]


The way non-stationarity of a signal affects the application of Fourier transform is that short time Fourier transform needs to be applied with the length of the window chosen such that the signal can be considered to be stationary within the window.



[2 marks]

(ii) The concept of randomness is closely associated with the concepts of information, bandwidth and noise. For a signal to have a capacity to convey information, it must have a degree of randomness: a predictable signal conveys no information. Therefore the random part of a signal is either the information content of the signal, or noise, or a mixture of information and noise. 
Entropy is used a measure of randomness and hence it bis used to quantify the information contenet of the a process. 
Random signals are modelled by probability functions and log probability probability provides a measure with appropriate properties for quantifying information.

[4 marks]

(iii) It is a waste of time, bandwidth and power to transmit a signal more than once, hence signals are randomised through a process of decorrelation which takes out all correlations and preditibaility of a signal before transmission.

[3 marks]

_____________________________________________________________

Subtotal
     





        [11 marks]

_____________________________________________________________

Answer to Question 5  Continued

_________________________________________________________________________
b) i) 

Text data composed of a combination of 128 symbols. Assuming uniform probability distribution for there we have
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                     [1 mark]

Voice stream VQed with a code book of 1024 entries. Assuming uniform probability distribution for the we have
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                        [1 mark]
Entrpoy of VQ image blocks
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ii)
The effect of non-uniform probability distribution would be a decrease in the overall  entropy. 

[2 marks]
The non-uniform probability distribution can be utilised through a variable length coder such Huffman coder to assign shorther length codes to more frequently occurring symbols and longer length codes to less frequently ocuuring symbols. Morse coe is classic example of variable length coder.

    [2 marks]
The lower bound quanity specified by the entropy of source is the minimum number of bits per symbol that can be achieved by the  most effiecient coder.

    [2 marks]

_____________________________________________________________

Total
     






        [20 marks]

_____________________________________________________________

Answer to Question 6 

_________________________________________________________________________
(a) 

(i) State four sources are duration, spectrum, context and noise

[2 Marks]

(ii) Write the expression for deriving cepstrum features, delta cepstrum features and delta-delta cepstrum features.

Cepstral coefficients are derived from an inverse discrete Fourier transform (IDFT) of logarithm of short-term power spectrum of a speech as:
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where X(k) is the FFT-spectrum of speech x(m).  As the spectrum of real-valued speech is symmetric, the DFT can be replaced by a Discrete Cosine Transform (DCT) as:
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[2 marks]

For speech recognition relatively simple cepstral difference features are defined by 
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where 
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 is the first order time-difference of cepstral features. The second order time-difference of cepstral features is 
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[1 mark]

 (b) 
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[8 marks]

_____________________________________________________________

Subtotal
     





        [13 marks]

_____________________________________________________________

Answer to Question 6 Continued

_____________________________________________________________

(c).

(i) For front-end feature vector extraction, state the commonly used values for sampling rate = 8 kHz, signal window length 20 ms or 160 samples, window ovelap 5-10 ms, and feature vector size 10-40.

[3 marks]

(ii) (a) record signal, (b) end point, (c) feature extraction, (d) DTW aligning, (e) averaging. 

[2 marks]

The distance metric used for the selection of the nearest name in the memory {M1, M2, …, Mk} to the spoken input name X can be the mean squared error or alternatively the mean absolute value of error. The labelling of the input feature matrix X is achieved as
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[2 marks]

_____________________________________________________________

Total
     






        [20 marks]

_____________________________________________________________

Answer to Question 7

_________________________________________________________________________
 (a) 

i) Describe the advantages of compressed speech in terms of bandwidth utilisation and power efficiency.

Speecch compressed by a factor of R saves bandwidth and power by a factor of R.

[2 marks]
Speech coders, for applications like mobile phones, utilise a linear prediction model of speech. In linear prediction coding, speech is decomposed into three parts:

· A noise-like excitation model of the air exhaled from the lungs.

· A pitch filter model of the glottal vibrations. 

· A linear prediction (LP) filter model of vocal tract, nose and lips.
Figure shows an outline of a CELP coder. The principle outline of the operation of CELP coders is as follows:

(1) The signal is analysed at regular time-intervals to obtain the parameters of a 10th order linear prediction model. The LP parameters are transformed into line spectral pairs and quatised.

(2) The input to LP filter is a weighted mixture of two inputs: a noise-like excitation from a fixed codebook and a periodic (pitch) excitation from an adaptive codebook. The optimum excitation is chosen using an analysis-by-synthesis search method with the objective of minimising a perceptually weighted difference between the original and the synthesised speech.

(3) The reconstructed speech is passed through an adaptive post-filter.

[8 marks]

_____________________________________________________________

Subtotal
     





        [10 marks]

_____________________________________________________________

Answer to Question 7 Continued

(b)

(i) The length of speech frame used for calculation of the linear prediction model coefficients is 20 ms. This is justified as 20 ms is about the time for which speech is assumed to be stationary and hence the theory of stationary signal processing holds. 

[2 marks]

(ii) 2 LP coeffiecient vectors per frame at intervals of 10 ms are calculated at the transmitter and 2 more are interpolated at the redceiver from the received LP vectors. At the receiver there is an LP vector per 5ms.

[2 marks]

(iii) The position of the second peak of  autocorrelation analysis within an expected range of values shows the period of a periodic signal. This initial value of period can be tuned through a feedback process where a quatised grid is searched guided by a minimum mean squared error criterion..

[4 marks]

(iv) For excitation quantisation subframes length is 5 ms or 40 samples, of length of track is 1 ms or 8 samples. 

[2 marks]

_____________________________________________________________

Total
     





        
[20 marks]

_____________________________________________________________

Answer to Question 8

_________________________________________________________________________



(i) A Fourier transform splits a signal into its constituent sinousoidal vibration modes. Similarly a cochlear transforms a sound into its constituent vibrations. 

[2 marks]

(ii) Z transform is a generalisation of Fourier transform it is the discrete-time equivalent of Laplace transform.

                                                     [2 marks]

 Pole radius =0.98, pole angle =60.

 frequency response 
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[4 marks] 


the sound of the impulse response, when played back at a normal audio sampling rate such as 44100 Hz, for a pole radius of 0.6 is a damped click as the impulse response is very short and for a pole radius of 0.999 it sounds like a resonating  note of a musical string. 

[3 marks] 

b)

i) 

For a sampling period of Ts, the sampling frequency is Fs=1/Ts. The variable k corresponds to a frequency of kFs/N. 

For DFT of 512 samples of an audio signal calculate the value of the discrete-frequency index k in terms units of Hz. Assume a sampling rate of 16000 samples per second

K is equivalent to  k*16000/512=31.25 k

[3 marks]

_____________________________________________________________

Subtotal
     





        [14 marks]

_____________________________________________________________

Answer to Question 8 Continued

_________________________________________________________________________


ii)
The input-output relation of a discrete Fourier transform (DFT) is given by
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    k = 0, . . ., N(1


Using the orthogonality principle derive the inverse DFT.         

(i) 
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   [6 marks]

_____________________________________________________________

Subtotal
     





        [20 marks]

_____________________________________________________________
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Illustration of temporal making effects.





�


Variations of absolute threshold of hearing (ATH) with frequency.
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The outline of a code excited linear prediction (CELP) coder.
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