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Answer five out of eight questions

Ensure that your registration number is written clearly on the front cover. 

1.



(i) With the aid of appropriate diagrams describe the main causes of echo in landline and mobile telephone systems. State the main sources of delay of echo signal in landline and mobile phone systems.

[4 marks]

(ii) What are the effects of a short-delay echo, and a long-delay echo, on the intelligibility of a telephone conversation. What is the accepted limit of ‘tolerable’ echo in terms of the round trip delay?

[2 marks]

(iii) Estimate the total echo in a long distance telephone conversation between two mobile phones if the main feedback is assumed to be the acoustic echo in mobile phone. The conversation is relayed via satellite and the mobile phone speaker to microphone distance is 10 cm. (assume a communication satellite distance from the earth of 22,223 miles and velocity of light is 186,000 miles per second).
[3 marks]

(b) Draw a block diagram for an acoustic echo suppression system and explain how echo suppression works and explain the drawbacks of echo suppression.

[3 marks]

(c) Draw a block diagram for an adaptive sub-band acoustic echo cancellation system and explain its operation and the method of adaptation of the echo canceller.



[5 marks]

       Discuss, and list, the advantages of using a sub-band echo cancellation system in mobile phone and teleconference systems.

[3 marks]
2.  
(a) 

The time-domain difference equation describing the input-output relation of a linear prediction model is given by


                                (1)
(i) Draw a direct-form implementation of the linear prediction model.
                           

[4 marks]  

(ii) Taking the z-transform of the input-output equation obtain the transfer function of the linear prediction model. 

[2 marks]

(iii) Express the z-transfer function in a polar form in terms of the radii and angles of the poles of the linear prediction model. State the constraints on the poles of a stable model with real-valued coefficients.

[2 marks]

(iv) Write the equations in time and frequency for the inverse linear prediction model.

[2 marks]

(b) 

The first three auto-correlation coefficients of a signal process are as follows

r(0) = 1.0,  r(1)=0,  r(2) = 0.9801.

(i)  Obtain the coefficients of a second order linear prediction model for the process, and express the coefficients in polar form.                                                                        

[6 marks]

(ii)  Use the model coefficients to write an expression for the frequency response of the model and sketch the frequency response.                                           

[2 marks]

(iii)  Sketch a pole-zero diagram showing the position of the poles of the predictor and the zeros of the inverse predictor.





[2 marks]

3.


(a) 

Using the Fourier transform relation express the frequency spectrum of a signal modified through zero-insertion, by insertion of L-1 zeros in-between every two samples, in terms of the spectrum of the original signal. 





[5 marks]

(b) 

With the aid of a diagram, describe the outline of a system for re-sampling a HiFi digital audio signal x(m) originally sampled at a rate of 48 kHz to a new sampling rate of 20 kHz. 

What is the quantitative effect of this re-sampling on the bandwidth of the signal.
      

 [5 marks]
(c)

Using the window design technique and the inverse Fourier transform, design a bank of digital finite impulse response (FIR) filters for a HiFi music application to split a total bandwidth of 20 kHz into 4 equal bandwidth sub-bands. 

Write the impulse response of each sub-band filter. State how this filter can be made causal.

Name two different applications in music digital signal processing for this filter bank.






[10 Marks]
4.

Calculate the compact disc (CD) capacity required to store one hour of high fidelity digital stereo music signal using PCM coding.

       Contrast this with the CD capacity required to store one hour of MP3 stereo music.

[2 marks]

(b) 

Draw the detailed block diagram of an MPEG-1 layer 3 (also known as MP3) music encoder. 

[6 marks]

(c) 

Describe the following parts of an MP3 coder:

(i) The structure of the filter bank unit: how many filters and what type of filters are used. State the main advantage of the type of filters employed.

[2 marks]

(ii) The modified discrete cosine transform unit (MDCT). State the length of the MDCT transform.

[2 marks]

(iii) State the frequency resolution and time resolution at the output of each MDCT block.

[2 marks]

(iv) The Huffman coder unit.

[2 marks]

(v) The psychoacoustics model.

[2 marks]

(vi) The MP3 quantisation strategy, the bit allocation pattern and the overall bit rate.

[2 marks]

5.

(a) 

A key-word search on the internet, for documents on a subject, typically returns numerous documents that need to be ranked in terms of the quality of information they contain. Describe the citation-based page ranking method for organising the list of documents found by an internet search engine. Explain how this method is related to a probability of visits that each page document may receive.

[10 marks]
(b)

(i) Write an equation for the information content of an outcome of a random process xi with a probability of p(xi). 

       Sketch a plot of the variation of the information content of xi with its probability.

[4 marks]

(ii) Write an equation for the entropy of an N-state random variable [x1, x2, …, xN] with probability [p1, p2, …, pN]. 

[2 marks]

(iii) Calculate the entropy of each stream of a multi-media source composed of three streams of text, voice and image.
       Assume the source contains: a stream of written English text composed of a combination of 26 letters, 10 numbers and 30 other symbols, a stream of spoken English speech composed of 40 phonemic symbols, a stream of  image blocks quantised with a code book of 1024 entries.
[3 marks]
(iv)  Explain how in entropy coding the probability distribution of the symbols from the communication source is used to obtain efficient coding.

[1 mark]
6.


(a) 

(i) Explain the main problems and the underlying reasons for errors in current automatic speech recognition systems.

[2 marks]

(ii) Name the most common speech units and speech features used in automatic speech recognition, and write the equations for the derivation of the speech features.

[3 marks]

(iii) With the aid of a diagram explain the signal processing stages involved in the front-end feature extraction part of a speech recognition system.

[3 marks]

 (b) 

With the aid of an appropriate sketch and the relevant equations explain how dynamic time warping (DTW) works.

What is the purpose of the use of dynamic time warping (DTW) method in speech recognition systems.

[5 marks]
(c)

Sketch a flow-chart diagram for the operation of a name-dialling system for a mobile phone handset. 

[3 marks]

Answer the following questions for the design of an automatic voice-dialling system, based on DTW, for a mobile phone handset.

(i) Describe two alternative methods for forming templates or models for name entries. 

[2 marks]

(ii) Describe a decoding method for name-dialling operation.

[2 marks]

7.  

(a)

State the sampling rate, the number of bits per sample and the bit rate in a PCM mobile phone and a GSM phone.

State three main efficiency gains of speech compression for mobile phone applications and quantify the benefits.

[4 marks]

(b)

Draw the block diagram of a code excited linear prediction  (CELP) system and describe its operation.

[6 marks]

(c)

Describe the following components of a CELP coder, and provide the parameter values where appropriate:

(i) The signal segmentation and windowing operations, including the window length. Draw the window shape.

[2 marks]

(ii) Outline of method of calculation of the linear prediction model coefficients, including the model order and how often the model coefficients are calculated.

[2 marks]

(iii) The open loop pitch estimation, include the equation for pitch estimation and the pitch filter order.

[2 marks]

(iv) The excitation estimation method based on the interleaved single pulse permutation (ISPP) method.

[4 marks]

8.

(i) Write the basis functions for complex Fourier series.

 (ii) State three useful properties of the Fourier basis functions.    [2 marks]

(iii) The input-output relation of a discrete Fourier transform (DFT) is given by
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Using the orthogonality principle derive the inverse DFT.           [4 marks]

 (b)

(i) Draw a block diagram illustration of a spectrogram and clearly label the main signal processing stage in each block.

     State the main parameters and choices regarding time-frequency resolution and windowing in spectrogram.    

                                                    [4 marks]

State your choice of sampling rate, DFT time window length and the resulting time and frequency resolution for analysis of

(ii) A speech signal with a bandwidth of 4 kHz. 

                       [2 marks]

(iii) Music signal with a bandwidth of 20 kHz. 

                       [2 marks]

(c)

(i) A segment of N samples of a signal is padded with 3N zeros. Derive the DFT equation for the zero-padded signal. Explain how the frequency resolution of the DFT of a signal changes by zero-padding.

[4 marks]

(ii) Assuming that a segment of 1000 samples of this signal is zero padded with 3000 extra zeros. Calculate the time resolution, the actual frequency resolution and the interpolated apparent frequency resolution. Assume the signal is sampled at 44100 Hz.











                                  [2 Marks]
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